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ABSTRACT

Since the beginning of the nineties, the internet has undergone impres-
sive growth. This growth can be appreciated in terms of the equipment,
such as routers and links, that has been added, as well as in the numbers of
users and the value of commerce that it supports. In parallel to this expan-
sion, over the past decade the networking research community has shown a
growing interest in discovering and analyzing the internet topology. Some
researchers have developed tools for gathering network topology data while
others have tried to understand and model the internet’s properties. These
efforts have brought us to a crucial juncture for toplogy measurement
infrastructures: while, previously, these were both small (in terms of num-
ber of measurement points) and monolithic, we are starting to see the
deployment of large-scale distributed systems composed of hundreds or
thousands of monitors. As we look forward to this next generation of sys-
tems, we take stock of what has been achieved so far. In this survey, we dis-
cuss past and current mechanisms for discovering the internet topology at
various levels: the IP interface, the router, the AS, and the PoP level. In
addition to discovery techniques, we provide insights into some of the well-

known properties of the internet topology.

his survey focuses on measurements of the network

topology, i.e., the representation of the interconnection

between directly connected peers in the network.
While some of this information can be gleaned from passive
measurements, researchers largely obtain the topology and its
characteristics from active measurements.

There are three different levels at which to describe the
network topology: the link layer topology, the network layer
topology, sometimes referred to generically as the internet
topology, and the overlay topology. The link layer topology, as
defined by Breitbart et al. [1], refers to the characterization of
the physical connectivity relationships that exist among enti-
ties in a communications network. In other words, it is the
description of how data link layer devices, switches and
bridges, are interconnected and how the different hosts are
connected to them.

Maintaining an accurate and complete knowledge of the
link layer topology is a prerequisite to many critical network
management tasks such as network diagnostics and resource
management.

There is considerable scientific literature devoted to tech-
niques for the discovery of link-layer topology. Interested
readers might refer to Robertson [2], Tang and Sugla [3],

Wood et al. [4], Breitbart et al. [1], Lowekamp et al. [5] and,
more recently, Bejerano [6]. However, a deep description of
link layer topology discovery mechanisms is beyond the scope
of this article as link-layer topology discovery is an intra-
domain task and this survey focuses on topology discovery at
the scale of the internet.

A typical overlay topology would be the topology of a
peer-to-peer system. An overlay topology can be unstructured
or structured. Structured overlays are exemplified by distribut-
ed hash tables, such as Chord [7] or CAN [8]. As explained by
Stutzbach et al. [9],” peers select neighbors through a predom-
inantly random process. An overlay topology is influenced by
peer participation (i.e., join and leave mechanisms) as well as
the protocol behavior (i.e., neighbor selection). Characterizing
an overlay topology can be done by examining properties of
snapshots of the overlay.” These snapshots can be gathered
using a topology crawler, an engine that queries peers for a
list of their neighbors ([9, 10]).

As stated by Stutzback et al. [11],”a deep understanding of
the topological characteristics in overlay systems is required to
meaningfully simulate and evaluate the actual performance of
the proposed search and replication techniques.”

The overlay topology has drawn the attention of the net-
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M Figure 1. The different levels of Internet topology.

working research community in the past few years. However,
in this article, we are not directly concerned with peer-to-peer
systems. Consequently, describing the overlay topology in
more detail would be beyond the scope of this survey. Inter-
ested readers might refer to the work of Ripeanu et al. [9],
Stutzbach et al. [11] and Liang et al. [12].

The internet topology, the subject of this article, can itself
be seen at four different levels. The first one, the IP interface
level, considers IP interfaces of routers and end-systems. Usu-
ally, this topology is obtained by using data collected with a
probing tool such as traceroute. The second level, the router
level, treats each router as a single node in the topology graph.
It can be obtained by aggregating IP interfaces through a
technique called alias resolution ([13-16]). The point of pres-
ence (PoP) level, is a third level, that can be obtained by fur-
ther aggregating the routers, or directly aggregating the
interfaces, that are identified as being geographically co-locat-
ed. Finally, the AS level provides information about the con-
nectivity of autonomous systems (ASes). This information is
not primarily drawn from active measurements, but rather
from inter-domain routing information and address databases.

Figure 1 illustrates three levels of the levels of the internet
topology. Black dots represents router interfaces, blank
shapes stand for routers and shaded areas for ASes. The plain
and dotted lines correspond to links. The IP interface level is
illustrated by the black dots. The router level is obtained
when all interfaces of a router are grouped in a single identifi-
er. Finally, the AS level is obtained when we look only at
ASes and the links between them.

Gathering information about the Internet topology is a
mandatory task for modeling the network but also for moni-
toring the network. We discuss the motivations for internet
topology discovery. The remainder of this survey is organized
as follows: we discuss the topology at the IP interface level;
we present the router level topology; we talk about the AS
level topology; we also address the PoP level topology; we
then take a look at known properties of the Internet; Finally,
we conclude this article and discusses further directions for
internet topology discovery.

MOTIVATIONS

This section discusses the most principal reasons for wanting
to discover the internet’s topology.

First, the topology data collected can form the basis for a
formal graph of the internet. Depending on the level consid-
ered, a vertex in the graph can be an IP interface, a router, a
PoP, or an AS. Once the graph is built, one can study its char-
acteristics, such as the average degree, the degree distribution,
the clustering coefficient or the betweenness centrality. See, for
instance, Pastor-Satorras and Vespignani’s book [17] for
details about graph theory applied to the internet topology.
Some of these characteristics will be discussed later.

Values for a particular graph metric may capture a graph’s

theoretic resilience to failure or say something about its effi-
ciency for routing. The knowledge of appropriate metric val-
ues may influence the engineering of future topologies,
strategies for repair in the face of failures, and the under-
standing of fundamental properties of existing networks.

Further, the properties derived from the internet graph can
be used as input to simulations. Because of the complexity of
the network, simulations play a vital role in the attempt to
characterize how different facets of the internet behave, and
how proposed changes might affect the different network
properties. Well-known simulators, such as ns [18] and
SSFNet [19] use topology generation algorithms to allow
researchers to perform their simulations.

Internet mapping Topology data gathered can also be used
to draw a map of the network. Interested readers might find
topology maps on the Cooperative Association for Internet
Data Analysis (Caida) website [20]. According to Cheswick et
al. [21], such a map can be useful to monitor the connectivity
of the internet. For instance, it might be helpful to visualize
how connectivity changes before and during an attack on the
internet infrastructure.

Knowledge of the internet topology might have some
applications in security. For instance, Burch and Cheswick
propose to use internet topology information to track anony-
mous packets back to their source [22].

Siamwalla et al. find that network topology information can
be applied to network management [23]. They claim that net-
work topology information is useful in deciding where to add
new routers and to figure out whether current hardware is
correctly configured. It also allows network managers to find
bottlenecks and failures in the network.

Protocol design can use network topology knowledge. For
instance, Radoslavov et al. discuss the impact of topology on
the design and evaluation of four multicast protocols [24].

Multimedia content is increasingly shared between internet
users. In order to improve the quality of service (QoS) offered
to users and provide a high availability of the shared data, it is
common to store the data in replicated servers distributed
across the internet. The replication of data over different
machines makes the choice of its location a challenging prob-
lem that can be addressed with knowledge of the internet
topology. Interested readers might refer, for instance, to the
work performed by Qiu et al. [25] and Radoslavov et al [26].

IP INTERFACE LEVEL

As explained earlier, the IP interface level is the first level of
the internet topology. It is composed of the IP interfaces of
routers and end-hosts. All routers and some hosts have multi-
ple interfaces, and each interface appears as a separate node
in this topology. The graph’s links consist of the link-layer
connections between nodes. These may not be point-to-point
beneath IP: there may be tunnelling across lower-layer proto-
cols, such as MPLS, and there might be traversal of multiple
layer-2 devices.

OSiamwalla et al. [23] propose four algorithms to discover
the IP layer topology. The first one is an algorithm based on
SNMP. The algorithm’s principle is the following: for each
router, one finds neighboring routers from that router’s
ipRouteTable entry. Hosts are obtained from the router’s
Address Resolution Protocol (ARP) [32] table entries. ARP is
a protocol used to map IP network addresses to the hardware
addresses used by a data link protocol. All entries are obtained
through SNMP. Each router is pinged to be sure it is alive.
This algorithm can only be used on networks where SNMP is
enabled on all routers.
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Destination

address of the ICMP message, the monitor can
learn one of the IP addresses of the router at
which the probe packet stopped.

When, eventually, a probe reaches the desti-
nation, the destination is supposed to reply with
an ICMP destination unreachable message
(Icmp_DU in Fig. 2) with the code port unreach-
able. This works if the UDP packet specifies a
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high, and presumably unused, port number, i.e.,
above 1024.

Unfortunately, the traceroute behavior
explained above is the ideal case. A router along
the path might not reply to probes because the
ICMP protocol is not enabled, or the router

M Figure 2. Traceroute example.

The second algorithm is based on the broadcast ping and
the DNS transfer zone. A broadcast ping refers to a ping pack-
et addressed to an entire subnet. This can be done by address-
ing either the “255” or the “0” node in the subnet. A broadcast
ping is received by all hosts in the subnet, each of which is
supposed to reply to the originator of the ping. A domain’s
DNS name server keeps a binding from every name in the
domain to its IP address [33, 34]. Most DNS servers respond
to a “transfer zone” command by returning a list with every
name in the domain. It is thus useful in finding all hosts and
routers within a domain. The idea behind this algorithm is to,
first, get the list of all hosts in a domain, using the DNS trans-
fer zone and, second, check the validity of this list with a
broadcast ping. However, this algorithm heavily depends on
DNS transfer zone and broadcast ping, which both may be
unavailable for security reasons.

The third algorithm is based on DNS transfer zone and
traceroute. The basic idea of the algorithm is to get a list of
all routers and hosts in the domain with DNS transfer zone
and then initiate a traceroute to each member of this list.

The last algorithm is based only on traceroute. The differ-
ence between this algorithm and the previous one is the way
which the IP addresses are obtained. Here, a heuristic is used
to discover the address space to probe.

In the following, we first describe how traceroute works.
We next provide an overview of several internet topology
tools-based on traceroute. We finally discuss the limitations of
traceroute-based mapping.

TRACEROUTE

Traceroute is a networking tool that allows one to discover
the path a data packet takes to go from a machine S (the
source or the monitor) to a machine D (the destination).
Traceroute was created by Van Jacobson in 1989. A variant of
Van Jacobson’s traceroute, the NANOG traceroute, is main-
tained by Gavron [35]. NANOG traceroute has additional fea-
tures such as AS lookup, TOS support, microsecond
timestamps, path MTU discovery and parallel probing.

Figure 2 illustrates how traceroute works. Monitor is the
source of the traceroute, Destination is the destination and
the Ris are the routers along the path. The monitor sends
multiple User Datagram Protocol (UDP) probes into the net-
work with increasing time-to-live (TTL) values. Each time a
packet enters a router, the router decrements the TTL. When
the TTL value is one, the router determines that the packet
has consumed sufficient resources in the network, drops it,
and informs the source of the packet by sending back an
Internet Control Message Protocol (ICMP) time exceeded
message (ICMP_TE in Fig. 2). By looking at the IP source

employs ICMP rate limiting. In order to avoid

waiting an infinite time for the ICMP reply, the

traceroute monitor activates a timer when it
launches the UDP probe. If the timer expires and no reply
was received, then, for that TTL, the machine is considered as
non-responding. Such a router is also called an anonymous
router. Yao et al. have proposed heuristics for inferring more
accurate topologies in the presence of anonymous routers
[36].

Further, a particular problem occurs when it is the destina-
tion that does not reply to probes because, for instance, of a
restrictive firewall. In this case, the destination will be record-
ed as non-responding but it is impossible to know that it was
reached. In order to avoid inferring abound less path, an
upper bound on the number of successive non-responding
machines is used. For instance, in skitter, this upper bound is
set to five. In comparison, Van Jacobson’s traceroute limits
traceroutes to 30 hops total, by default.

Standard traceroute, as just described, is based on UDP
probes. However, two variants exist. The first variant is
based on ICMP. Instead of launching UDP probes, the
source sends ICMP Echo Request messages. With ICMP
traceroute, the destination is supposed to reply with an
ICMP Echo Reply. The second variant sends Transport Con-
trol Protocol (TCP) packets. The TCP traceroute [37] aims
to bypass most common firewall filters by sending TCP SYN
packets. It assumes that firewalls will permit inbound TCP
packets to specific ports, such as port 80 (HTTP), listening
for incoming connections. The behavior of the traceroute
for the intermediate routers is the same as in standard
traceroute.

TRACEROUTE-BASED MAPPING

Nowadays, Skitter [38], developed by CAIDA, is probably the
best-known mapping system. Skitter records paths from a
source to many destinations using parallel ICMP traceroutes.
Skitter stores the replies from each router on the path to the
destination host, along with the round-trip times (RTTs). Skit-
ter is run on 24 monitors scattered around the world (in the
United States, Canada, the United Kingdom, France, Sweden,
the Netherlands, Japan, and New Zealand). The different
monitors share a common destination set of 971, 080 IPv4
addresses. Each monitor cycles through the destination set at
its own rate, taking typically three days to complete a cycle.
Similarly to Skitter, Scamper [39] makes use of several moni-
tors to traceroute IPv6 networks. Furthermore, it implements
a TCP-based traceroute.

RIPE NCC’s Test Traffic Measurement (TTM) [40] mea-
sures key parameters of the connectivity between a given site
and other test boxes. The TTM system performs measure-
ments in a full mesh between roughly a hundred monitors. In
addition to traceroute data, the TTM system also records,

IEEE Communications Surveys & Tutorials ¢ 4th Quarter 2007



among others, one-way delay,! packet loss, and bandwidth.
Measurements have been performed approximately once
every ten minutes, starting October 2002. An anonymized ver-
sion of the measurement data is freely available.2

NLANR'’s Active Measurement Project (AMP)[41] per-
forms active measurements connected by high performance
IPv4 networks. 150 AMP monitors are currently deployed and
take site-to-site measurements. AMP monitors are mainly
deployed throughout the United States. Some monitors are,
however, scattered around the world: among others, Taiwan,
Switzerland, Chili and Korea host AMP monitors. Like RIPE
NCC TTM, NLANR AMP avoids probing outside its own
network. In addition to traceroute, AMP measures RTT,
packet loss, and throughput. An IPv6 version of AMP per-
forms measurements between eleven sites. Finally, note that
regular AMP data collection ceased in early September 2006.
Starting July 2006, CAIDA took over operational stewardship
of all NLANR machines and data.

The Distributed Internet Measurements and Simulations
[42] (DIMES) system is a measurement infrastructure that
achieves a large scale by following the model of SETI@home
[43]. SETI@home provides a screensaver that users can freely
install, and that downloads and analyzes radio telescope data
for signs of intelligent life. The project obtains a portion of
the computing power of the users’ computers, and in turn the
users are rewarded by the knowledge that they are participat-
ing in a collective research effort, by attractive visualisations
of the data, and by having their contributions publicly
acknowledged. DIMES provides a publicly downloadable
route tracing tool, with similar incentives for users. It was
released as a daemon in September 2004. The DIMES agent
performs internet measurements such as traceroute and ping
at a low rate, consuming at peak 1KB/sec. At the time of writ-
ing this survey, DIMES counts more than 8, 700 agents scat-
tered over five continents.

Branigan et al. [44] use a simple traceroute to map the
internet. They randomly select a target host from every net-
work announced via BGP to the internet core or listed in vari-
ous internet databases. They stop discovering a route when it
contains at least two unresponsive hops or when a firewall is
encountered. They scan about 10% of the list of networks
each day and scan the entire list on the first of each month.

Atlas [45] is a system that facilitates the automatic capture
of IPv6 network topology information from a single probing
source. Atlas is based on “source-routed IPv6 traceroute”, i.e.,
itperformstracerouteonIPv6 networks and the traceroute can
use source routing facilities. Although source routing is largely
disabled in IPv4 networks, it is enabled in IPv6 networks.
Source routing allows greater coverage than can ordinarily be
achieved by a single traceroute monitor. Atlas consists of four
components: the probe engine, which collects raw path infor-
mation by exhaustively using source-routed traceroutes
between all known addresses; the topology constructor, which
builds the connectivity topology graph based upon the path
information gathered by the probe engine; the topology verifi-
er, which looks at the constructed topology and reasserts the
existence of routers and links modeled by the graph; and the
interactive visualization program, which extends the 3D hyper-
bolic space layout tool H3 [46], a tool allowing interactive
navigation of topology graphs. To initiate the discovering pro-
cess, Atlas relies on probing paths among a set of known

! This is possible as each box in the system has a GPS.

2 See http://watt.nlanr.net/active/maps/ampmapactive.php for details on
the available data set.

addresses called seeds. The seeds are derived from theinfor-
mationinthe6Bone registry[47], a public database of sites and
their respective address allocations. To increase probing per-
formance without overloading the network, Atlas uses caching.
For each trace, the probe engine caches the hop distance to
the via-router, which is the intermediate router used for source
routing. If the same via-router is used in a subsequent trace,
then the cache distance provides the initial hop distance and
alleviates the need to re-probe from the probing source to
that via-router.

Mercator [14] is a system that uses a mechanism similar to
traceroute to infer the internet map. The challenge is twofold:
performing measurements from a single point in the network
and using only hop-limited probes. Mercator does not need a
destination list as input. Rather, it makes use of the informed
random address probing heuristic. This heuristic aims at deter-
mining the targets of probes both by results from earlier
probes, as well as by exploiting common IP address allocation
policies. It does not rely upon the availability of any external
information, such asBGP routing tables. Mercator uses source
routing, where available in IPv4, to direct probes in other
directions than radially from the sender and to discover cross
links. To limit the overhead caused by probes sent in the net-
work, Mercator uses two heuristics:

* The probing is self-clocking, i.e., the subsequent probe is
not sent until the response to the previous one has been
received. In addition, a mechanism is added to avoid
“starvation”, i.e., waiting for a response that does not
arrive.

* Not all probes start with a TTL of one. For each path to
probe, Mercator identifies the furthest router R in that
path that was already in the map and starts probing at
the TTL corresponding to R. If the first response is from
R, Mercator continues to probe the path. Otherwise, it
backtracks and starts probing with a TTL of one.

Rocketfuel [15] tries to get the best possible picture of indi-
vidual internet service providers(ISPs), typically ones that are
in the center, not on the edges of the internet. Rocketfuel is
based upon three principles:

* Measurement selection so that the number of required
probes is decreased. This is done with two heuristics:
directed probing (i.e., the identification of traceroutes
passing through the ISP) and path reduction (i.e., the
elimination of traceroutes passing through already known
paths). Note that path reduction is composed of two
techniques: ingress reduction and egress reduction. Ingress
reduction is based on the observation that probes to a
destination from multiple monitors may converge and
enter a target ISP at the same node. Egress reduction
acts on the observation that probes to multiple destina-
tions may leave the target ISP at the same node.

* Alias resolution, i.e., identifying different IP interfaces
belonging to the same router

* Router identification and annotation, i.e., determining
which router belongs to the ISP being mapped, its geo-
graphical location and its part in the topology. To per-
form this, Rocketfuel relies upon DNS and ISP naming
conventions. Readers interested by the geolocation of
internet hosts might refer to [48-51].

Scriptroute [52] is a system that allows an ordinary internet
user to perform network measurements from several distribut-
ed vantage points. It proposes remote measurement execution
on PlanetLab nodes [53] through a daemon that implements
ping, traceroute, hop-by-hop bandwidth measurement, and a
number of other utilities. Note that Script route uses the
Reverse Path Tree (RPT) discovery tool to avoid overloading
the network when multiple monitors probe towards a given
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destination. A reverse path tree is a destination-rooted tree,
i.e., a tree formed by routes converging from a set of monitors
on a given destination (Fig. 3a). The RPT tool avoids retrac-
ing paths by embedding a list of previously observed IP
addresses in the script that directs the measurements. A given
monitor stops probing when it reaches a part of the tree that
has already been mapped.

Doubletree [54], proposed by the authors of this article, is a
cooperative network topology discovery algorithm. Doubletree
assumes that routes in the internet have a tree-like structures,
as illustrated in Fig. 3. Routes converging towards a destina-
tion from multiple monitors form a tree that is rooted at the
destination (Fig. 3a). Similarly, routes leading out from a
monitor towards multiple destinations form a tree rooted at
the monitor (Fig. 3b). A monitor probe shop by hop so long
as it encounters previously unknown interfaces. However,
once it encounters a known interface, it stops, assuming that it
has touched a tree and the rest of the path to the root is also
known. Using these trees suggests two different probing
schemes: backwards (based on a monitor-rooted tree) and for-
wards (based on a destination-rooted tree). It is not necessary
for Doubletree monitors to maintain information about the
whole tree structures. Instead, both backwards and forwards
probing use data structures, called stop sets. The one for back-
wards probing, called the local stop set, consists of all inter-
faces already seen by that monitor. Forwards probing uses the
global stop set of (interface, destination) pairs accumulated
from all monitors. A pair enters the stop set if a monitor visit-
ed the interface while sending probes with the corresponding
destination address.

Table 1 summarizes and compares the different probing
techniques discussed in this section.

Looking first at the technique used, we note that most of
the tools are based on a standard traceroute (ICMP, UDP or
TCP), as explained earlier. Atlas and Mercator differ from the
others as they make use of the source routing IP option. In
addition, Doubletree and Mercator also makes use of back-
wards probing (i.e., decreasing TTL instead of increasing).

The majority of techniques are dedicated to IPv4, except
Scamper, AMP, and Atlas, which are designed for IPv6 net-
works. We believe that, in the near future, tools will have to
evolve towards IPv6, as it is becoming ever more widespread.

Regarding the number of monitors spread around the
world, one can see that DIMES is currently the largest-scale
deployed technique. Scriptroute is currently deployed over
200 PlanetLab hosts but the number of used sources depends
on the experiment that is run. We do not indicate any source

information about Doubletree as it is not yet deployed as a
full-time service, despite the fact a prototype has already been
implemented [55].

Finally, the last column in Table 1 indicates whether the
method makes use of an overhead reduction technique for
details about network overhead induced by traceroute prob-
ing). One can see that five methods do not use any method
for overhead reduction. These methods only implement stan-
dard traceroute behavior, as explained earlier.

The probing far mechanism, the caching, and the RPT
techniques are similar to each other, while the ingress and
egress reduction heuristics are similar to Double tree’s for-
wards and backwards stopping rules. However, Rocketfuel
applies its heuristics exclusively at the boundaries of ISPs, and
so it does not take advantage of the redundancy reductions
that might be found by paths that converge within an ISP.
Doubletree reduces redundancy starting at the point of con-
vergence, wherever that might be found. Nor does Rocketfuel
employ backwards probing. In contrast, Doubletree employs
both. Besides, Rocketfuel assumes a centralized controller,
thus it does not consider how the information regarding
where to stop probing could be efficiently encoded for
exchange between monitors. In Doubletree, this is done
through the global stop set for forwards probing, encoded as a
series of (interface, destination) pairs.

LIMITATIONS AND ISSUES

Although active probing methods have key advantages, they
have their own share of limitations due to inherent inaccura-
cies of hop-limited probes. Implementation and network load
issues are also prone to arise, particularly when a distributed
infrastructure is used.

In addition to difficulties encountered by traceroute, as
described earlier, one immediate limitation is the fact that
these probes only discover forward paths towards a given des-
tination, since reverse paths may differ because prefix-based
routing policies and hot-potato routing can cause asymmetry.
Asymmetric routing also prevents inferences from being made
on the link delay between two consecutive hops from the
reported round-trip time: the difference between the RTTs
could be due to the link, or to the existence of different
return paths from the two routers. A way to partially circum-
vent this issue is to perform a mesh measurement, as carried
out by NCC and AMP.

A second limitation is that active probing follows primary
paths and thus miss out on backup paths (i.e., a path that is

IEEE Communications Surveys & Tutorials ¢ 4th Quarter 2007



Technique Name Network  # Sources Overhead reduction technique
skitter IPv4 24
scamper IPv6 6
™ IPv4 142 None
Traceroute AMP IPv4/v6 150
DIMES IPv4 10,200
Rocketfuel IPv4 800 ingress and egress reduction
Scriptroute IPv4 200 Reverse Path Tree (RPT)
Atlas IPv6 1 caching
Source routing
Mercator IPv4 1 self-clocking and probing far
Forward and backward Doubletree IPv4 N.A. stop set

B Table 1. Comparison of traceroute-based methods.

used only when the primary path is broken) if these are not
needed. A larger time-window for probing as well as source
routing increases, however, the possibility of discovering
them[14].

A third limitation is that classic traceroute has been found
to systematically misfunction when traffic is split across multi-
ple paths by a load balancer. This is due to traceroute’s use of
certain header fields to identify its probes, these fields being
the same ones that load-balancing routers use to identify
flows. The resulting topology contains missing nodes and
links, as well as false links. The recently introduced Paris
traceroute tool goes some way towards correcting these prob-
lems [56], but its techniques are not yet widely adopted.

A fourth limitation can occur inside an AS that internally
makes use of multi-protocol label switching (MPLS) [57],
which gives it the ability to hide the underlying topology, sus-
pending the TTL mechanism used by traceroute. Routers
using MPLS may be configured either to decrement the TTL,
as traceroute requires, or to ignore the TTL field because, the
switched path of MPLS being configured to have no loops,
the IP TTL is not needed. The MPLS specification, however,
recommends that the TTL be decremented where possible
[57]. Note that current version of traceroute, making use of
ICMP extensions [58, 59], can be aware of MPLS nodes along
the path.

Fifth, active measurements are at the mercy of inconsistent
behavior from networked elements: misconfigurations some-
times lead to the appearance of private non-routable address-
es, non-RFC compliant implementations cause different
interfaces to respond depending on their router’s vendor, and
firewalls prevent some probed routers from responding.

Lastly, Hyun et al. quantify the magnitude of traceroute
inaccuracies in real world traceroute paths [60]. They focus on
third-party address, i.e., the address of a router interface that
does not lie in the actual path taken by packets. Using tracer-
oute data collected by skitter, Hyun et al. find that most of the
third-party addresses are located at the destination edge of
the network, multihoming? being the most likely cause.

In addition to these inherent inaccuracies, one has to point
out the network load generated by probe traffic. Donnet et al.

3 Multihoming refers to the ability of having different connections to the
internet, potentially through different providers.

analyze this issue and distinguish two types of redundancy
measurements carried out by traceroute-like probing mecha-
nisms [54]. The first is the intra-monitor redundancy. It corre-
sponds to the redundancy measurements made by an
individual monitor in isolation from the rest of the system.
Donnet et al. show that intra-monitor redundancy occurs
mainly close to a monitor. Indeed, due to the tree-like struc-
ture of routes rooted at the monitor, a monitor tends to
repeatedly trace over these interfaces. In a large-scale system,
the degree of such redundancy could be very high as a nearby
interface would be visited for each probed destination. The
second is the inter-monitor redundancy. This occurs when one
monitor duplicates another’s work. Donnet et al. show that
such redundancy mainly arises close to destinations due to the
tree-like structure of routes emanating from a set of monitors
and converging on the destination. Such redundancy grows
linearly with the number of monitors.

In addition to imposing additional load on internal nodes
and links of the network, redundant measurements can also
appear to destination nodes as distributed denial-of-service
(DDoS) attacks, since probes would be received from a large
set of sources.

As explained earlier, Rocketfuel, Scriptroute, Mercator,
Atlas and Doubletree have developed techniques for reducing
the probing redundancy. Note also that standard traceroute
has been extended in order to permit backwards probing, i.e.,
starting from the destination and decreasing the TTL ([61,
62]).

ROUTER LEVEL

The second level of the internet topology, as explained earlier
(Fig. 1), is the router level topology. It can be seen as an
aggregation of the IP interface level, i.e., the summary of all
the IP addresses of a router into a single identifier. The sum-
mary technique is called alias resolution and is illustrated in
Fig. 4. As explained earlier, traceroute lists interfaces address-
es from path and identifies, in our example, interfaces A, B,
Cy, Cp and D (Fig. 4a). Alias resolution clusters all interfaces
of a router to reveal the true topology. As shown in Fig. 4b,
interfaces C; and C, are aliases. Alias resolution has received
recent attention. Based on synthetic topologies, Gunes and
Saracs how that the accuracy of alias resolution has an impor-
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(a) Traceroute paths

(b) Router aggregation

aliases. It is based on two assumptions:
If two IP addresses precede a common
successor IP address, then they are like-
ly to be alias
*Two addresses found in a same tracer-
oute are unlikely to be aliases
This method is mainly used as a preprocess-
ing step to reduce the number of probe pairs
for an active probing approach, such as the
address and IP identification based methods.

M Figure 4. Alias resolution principle: a) traceroute paths; b) router aggregation.

tant effect on the observed topological characteristics such as,
for instance, the number of nodes and edges or the average
node degree [63]. In this section, we describe the currently
existing approaches for alias resolution.

The first is the address based method and is described in
RFC 1122 [64]. The principle is simple: the source sends a
UDP probe with a high port number to the router’s interface
X. If the source address of the resulting “Port Unreachable”
ICMP message is Y, then X and Y are aliases for the same
router. The drawback of this solution is that some routers do
not generate ICMP messages, making alias resolution impossi-
ble. This technique has been implemented in many tools, such
as Iffinder [65] and Mercator.

The second is the IP identification based method and has
been implemented in Ally, Rocketfuel’s alias resolution com-
ponent. Ally is based on the ID field of the IP header. The
basic idea is the following: send a UDP probe packet with a
high port number to the two potential aliases. The “Port
Unreachable” ICMP responses are encapsulated within IP
packets and, so, each one includes an IP identifier (x and y).
Then, one sends a third packet to the address that responded
first. Assume that z is the IP identifier of the third response
and x was the IP identifier of the first response. If x <y <z
and z — x is small, the addresses are likely aliases. This method,
in like the address based method, works only if a router
responds to probes.

The third is the DNS based method. This method considers
similarities in router host names and works when an AS uses
a systematic naming scheme for assigning IP addresses to
router interfaces. This method is especially interesting as it
can work even if a router does not respond to probes directed
to itself. Ally uses this technique against unresponsive routers
with the help of the Rocketfuel’s name DNS decoder.

The fourth is the graph based method proposed by Spring et
al. [66].This method extracts from traceroute outputs agraph
of linked IP addresses in order to infer likely and unlikely

Router 1 Router 2
192.168.01 172.16.0.5 v
21604 [1z8saz88]
TTL=1 o :
ICMP src=192.168.0.1 ¢ ;
A= Ut Aliases
TIL=2 Y

» :
ICMP src=172.16.0.5 RR={172.16.0.4} A4

souanbas buiqoid

4

M Figure 5. Alias resolution using record route. Figure from [68].

The fifth method is the Analytical Alias
Resolver (AAR) introduced by Gunes and
Sarac [67]. They propose a graph theoretic
formulation of the alias resolution prob-
lem and developed the AAR algorithm to solve it. Given a
set of path traces, AAR utilizes the common IP address
assignment scheme to infer IP aliases within the collected
path traces.

The sixth is is the TTL-limited with record route option
method proposed by Sherwood and Spring [68]. The idea is
to perform a standard traceroute with the Record Route
(RR) IP option enabled. This option is supposed to force an
intermediate router to record its IP address in the IP packet
that traverses it. Due to size constraints, an IP packet cannot
contain more than nine IP addresses of intermediate routers.
Note that the addresses discovered by traceroute and RR do
not overlap as RR records the outgoing interface while the
time exceeded message solicited by traceroute comes from
the in-going interface. Figure 5 illustrates how this method
works. The probing source discovers both ingoing and outgo-
ing interfaces of each router along the path by performing
traceroute with the RR option enabled. The ith address in
the RR array is an alias for the router that sends the ICMP
time exceeded message if both addresses are different. This
technique works only in networks where routers support the
RR option, which is not necessarily the case in modern net-
works.

Finally, the last method is called the IPv6 based method
and has been implemented in Atlas. Atlas tries to find
addresses belonging to the same router relying on the
assumption that routing header processing in IPv6 routers is
separate from delivering packets to the TCP/UDP layers.
To elicit the equivalence of two addresses X and Y, Atlas
performs a traceroute to Y via X. When the first probe
reaches router X, at a distance 4, the first swaps the address
X in the destination field with final address Y contained in
the routing header.* Next, the hop limit is checked. If we
assume that the value is 1, an ICMPV6 hop limit exceeded in
transit message response is triggered. Because the destina-
tion address field of the probe packet is now Y, the source
address of the ICMPv6 response also becomes Y.5 The next
probe packet, with hop limit h1, is delivered to the UDP
layer, causing a port unreachable response. Thus, if X and Y
belong to the same router, the trace X-Y will report Y-Y
and the trace Y-X will report X-X.

4 Source routing in IPv6 is based on a routing header that specifies a list of
intermediate nodes that a packet has to traverse on the path to its destina-
tion. See RFC1883 [69] for details about routing header and Gain [70,
Appendix A.2] for an example of source routing in IPvo.

3 Determining the source address of an ICMP message in IPv6 is some-
what different to IPv4: if the ICMP message is a response to a message
sent to one of the router unicast addresses, the source address of the ICMP
message must be that same address. See REC2463 [71] for further details
on ICMPv6.
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Method Name Technique Available implementation
Address based UDP packet iffinder, Mercator
IP based UDP packet Ally
Active DNS based DNS request Ally
IPv6 based source routing Atlas
TTL-limited record route record route Passenger
Graph based common successor None
Analytical

AAR common IP address assignment

B Table 2. Comparison of alias resolution techniques.

Table 2 proposes a comparison of the various alias resolu-
tion techniques presented in this section.

We classify the techniques in two groups. The first group
covers the active methods, i.e., those that need to inject addi-
tional traffic in the network and require router participation
in order to resolve aliases.® To be efficient, these alias resolu-
tion methods must be applied, preferably, at the same time
the data is collected. All of these techniques have been imple-
mented in tools that are deployed in the internet.

The second group concerns the analytical methods. On the
contrary to active methods, the analytical methods do not require
additional traffic. Further, they can be applied “offline”, i.e., after
the data has been collected. Note that the common successor
and the common IP address assignment are quite similar in their
basic principles. It makes the assumption of point-to-point links.
This is illustrated in Fig. 6, where boxes are routers and circles
are interfaces. At left is the IP address graph. Nodes 4, B and C
represent interface address. At right, 4 and B are shown to rep-
resent interfaces on the same router, connected by point-to-point
link to C. To the best of our knowledge, none of these tech-
niques has been implemented in any tool.

AS LEVEL

An Autonomous System (AS) is either a single network or a
group of networks that is under the control of a single admin-
istrative entity, typically an ISP or a very large organization
(for instance, a university, a business enterprise or division)
with independent connections to multiple networks. An AS is
also sometimes referred to as a routing domain. Each AS is
identified by a unique 16-bit number assigned by the internet
assigned numbers authority (IANA). Note that the special
problem of determining the topology within a single AS is a
separate area of inquiry (see, for instance, Bejerano and Ras-
togi’s work [72]). It is not, strictly speaking, internet topology
discovery, and it is considerably helped by the privileged
access available to the administrator of an AS.

In this section, we first describe the relationships between
ASes. Secondly, we discuss topology information sources at
the AS level. Finally, we detail the evolution of AS topology
discovery and, in particular, the methods used to infer it.

AS RELATIONSHIPS

In the internet AS topology graph, an edge between two
ASes(nodes) represents a business relationship which results

6 This is not the case for the TTL-limited record route method.

in the exchange of internet traffic between them. An AS can
have one or more relationships with different kinds of neigh-
boring ASes. Each relationship may correspond to several dis-
tinct physical links.

On one side, an AS’ access links connect to customer net-
works. Customer networks buy internet connectivity from the
AS. On the other side, peering links connect to transit pro-
viders from which it buys its own connectivity. Peering links
also connect to private peers with which exchange of traffic is
negotiated without exchanging money as a way to avoid send-
ing traffic through a provider. No transit traffic is allowed
through peering links; only traffic with the peer or its cus-
tomers is permitted. These are the most observed relation-
ships in the network and are usually referred to as the
provider-to-customer (p2c), customer-to-provider (c2p) and
peer-to-peer (p2p) relationships.

A less common relationship found in the internet is called
the sibling-to-sibling (s2s) relationship. This relationship gen-
erally resides between two ASes of a same company. The key
difference with peering is that siblings exchange all kinds of
traffic, not only between their respective customers. An s2s
relationship covers everything except the p2c, ¢2p and p2p
relationships. It appears in various cases such as when two

M Figure 6. Analytical method for alias resolution. Figure from

/66].
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M Figure 7. AS relationships.

ASes act as backups for each other, or when two ISPs merge
and decide to become siblings instead of merging into a single
AS which can be very complex. Two peering ISPs have a spe-
cial agreement for specific prefixes for which they transit all
kinds of traffic for each other. Figure 7 illustrates AS relation-
ships.

These relationships have a major impact on routing in the
internet, as shown by Tangmunarunkit e al. [73]. Inside an
AS, routing uses hop-count as a metric, but because intra-
domain protocols support hierarchies, the resulting paths are
not always the shortest in terms of hop-distance. Between
ASes, routing is determined by policy. Many internet path
lengths thus may also benefit from a detour [74, 75] which
would incur more router-level hops than shortest-router-hop
path routing. For simulation purpose, it is therefore most
appropriate to model the network with policy-based routing
rather than AS shortest path-based routing.

TOPOLOGY INFORMATION SOURCES

Two sources of AS level topology data are available: internet
registries and BGP routing information. This section describe
these two sources along with their advantages and limitations.

Routing Registry Information — Many publicly-available
registries share information about the internet and its topolo-
gy. Regional Internet Registries [76] are organizations responsi-
ble for allocating AS numbers and IP address blocks, all of
which are accessible using the WHOIS protocol[77]. Internet
Routing Registry (IRR) [78] is another group of databases
maintained by several organizations and containing document-
ed routing policies. These policies are available through the
WHOIS protocol and are expressed in the Routing Policy
Specification Language (RPSL) [79].

Topology discovery using internet registry information has
several advantages. Firstly, the access is simpler and more effi-
cient to implement than active method probing, such as those
described earlier. Indeed, they do not have to explore the net-
work to obtain the topology and the information is grouped at
specific locations. Secondly, they provide high-level informa-
tion such as routing policies which are otherwise more diffi-
cult to obtain.

This information source has, however, limitations mainly
due to the fact that they are based on data provided by ISPs
and not based on the real state of the network. Firstly, the
provided information is often incomplete for various reasons
such as confidentiality and administrative overhead. Secondly,
as shown in RIPE consistency check reports[80], registry data
quality is questionable and often inconsistent as information
about a same object in one registry overlaps and sometimes

even contradicts information in other registries. Thirdly, due
to their inherent nature, these registries are not able to pre-
cisely reflect the actual state of routing in the network. For
instance, it cannot determine whether portions of the internet
are reachable or not, or whether backup links exist and are
used.

These limitations are the reason why current work has
tended to focus on other information sources for topology dis-
covery at the AS level. Nevertheless, routing registries still
provide a useful source of information when combined with
other sources.

BGP Routing Information — As opposed to link-state pro-
tocols such as OSPF [81] or IS-IS [82], BGP does not main-
tain any unified view of the network. Each BGP router
chooses its best path for a specific destination which is propa-
gated to its neighbors, leading to an individual view of the
network for each router. This view depends on factors such as
the choices made by its neighbors, the order in which it
receives their announcements, etc. This distributed nature
calls for the use of information gathering methods in order to
obtain the most complete common view of the topology.

Common BGP information sources are looking glasses and
route servers. A looking glass is a web interface to a BGP
router which usually allows BGP data querying and limited
use of debugging tools such as ping and traceroute. A route
server is a BGP router offering interactive login access per-
mitting to run most non-privileged router commands. Both
are usually made public to help network operators in their
debugging tasks, but they can also provide BGP information
to properly crafted network discovery tools. A list of accessi-
ble looking glasses and route servers is available at [83].

A second source of BGP information is BGP dumps. Pro-
jects such as RouteViews [84] or RIPE NCC provide collected
information from BGP routers around the world. Route col-
lectors are deployed in various locations and peer with BGP
routers from multiple ASes. They then periodically save snap-
shots of their state, known as table dumps, along with all rout-
ing updates received between the preceding and current
snapshot, known as updatetraces. Another way to get BGP
information is to use a Zebra router configured to log all
BGP update messages. Zebra is an open-source routing dae-
mon [85].

There are several advantages to AS level topology discov-
ery using BGP routing information. First, in the fashion of
routing registries, data has been gathered and is available at
specific places. There is therefore no need to deploy an infra-
structure for exploring the network. Secondly, unlike routing
registry data, provided information by BGP corresponds to
the actual state of the network, even though it only provides
local views of it. Finally, BGP update traces allows dynamic
behavior analysis such as backup link detection.

Using BGP routing information has, however, drawbacks.
As noticed by Chang et al. [86], BGP does not provide com-
plete information due to missing AS relationships that include
both p2c and p2p type relationships. Further, BGP routing
information seems to provide a less complete picture of inter-
domain routing as for example using node-probing, confirmed
by Broido and claffy studies [87].

INFERRING AN AS LEVEL TOPOLOGY

Early research assumed that two ASes were linked if their AS
numbers were adjacent in an AS path. Gao and Rexford [88§]
then made a substantial advance by noticing c¢2p links creating
so a hierarchy. Gao went on to identify the p2p and s2s rela-
tionships [89].

10

IEEE Communications Surveys & Tutorials ¢ 4th Quarter 2007



Core routers
and links

M Figure 8. PoP level topology within an AS.

Inferring these relationships is a problem of its own. In her
study, Gao [89] first tackles the problem by developing an
inference mechanism which extracts information from BGP
tables and summarized valley-free’ property of AS paths. Sub-
ramanian et al. [90] formulates AS relationship assignment as
an optimization problem, a type of relationship (ToR) prob-
lem. Battista et al. [91] prove its NP-completeness and present
an approximately optimal solution. Gao and Xia [92] evaluate
then the accuracy of these algorithms and improve them by
introducing techniques on inferring relationships from partial
information. This improvement was made possible due to
Quoitin and Bonaventure’s work that show how the BGP
community attribute indicate relationships amongst ASes [93].

Andersen et al. propose a method of inferring logical rela-
tionships between network prefixes within an AS using only
passive monitoring of BGP update messages [94]. ABGP
update message is either an announcement, or a withdrawal.
Each update message contains a timestamp indicating the sec-
ond at which it was received and the prefix that was affected.
Andersen, et al. group IP address prefixes based upon how
frequently they observe BGP updates for both prefixes within
the same time window. Then, a clustering algorithm is applied
to join these prefixes into successively larger groups.

Chang et al. show that many existing links do not actually
appear in BGP [95]. Chang ef al. propose to infer the AS
topology from internet’s router topology. Given a path
obtained thanks to traceroute, Chang et al. determine the AS
of each router along this path and extract ASes adjacency
information from the resulting AS sequence. To achieve that,
Chang et al. build an AS mapping table. The idea is to map
each existing address prefix to the corresponding AS. This
mapping is based on two resources: the BGP routing tables
and the IRR. Broido and claffy [87] reports that the obtained
topology differs from the BGP inferred ones in having much
denser inter-AS connectivity. It is also richer because it is
capable of exposing multiple points of contact between ASes.
This is in contrast to BGP table dumps that only provide
information on whether two ASes peer or not.

Chang et al. also propose a means to identify border routers
of an AS. This is not trivial as the IP addresses of a border

7 After traversing a p2c or a p2p edge, the AS path cannot traverse a c2p or
P2p edge. In other words, an AS does not provide transit between any two
of its providers or peers.

router might belong to its own AS, to the AS of a peer, or to
a third party such as an Internet eXchange Point (IXP).

Mapping IP addresses to AS number is not as simple as it
may seem. A common problem is the origination of a same
prefix by multiple ASes, known as the multiple origin AS
(MOAS) problem. Zhao et al. show that the number of con-
flicts is not trivial (the median value in 2001 was 1294 con-
flicts) [96]. An IP-to-AS mapping study by Mao et al. [97]
identifies that 10% of traceroute paths contained one or more
hops that did not map to a single AS number. Furthermore,
mapping IP addresses to AS numbers paths result in loops in
the inferred AS path for about 15% of the node-level paths
examined. As loops are not permitted by BGP, this indicates
an error in mapping. Mao et al. improve accuracy by propos-
ing heuristics comparing BGP-derived AS paths against
traceroute-derived AS paths and by performing reverse DNS
lookups. The heuristics, though effective, are labor-intensive
and mostly ad hoc; Mao et al. improve this result and propose
a systematic way to perform the same tasks using dynamic
programming anditerative improvement [98].

Although these topologies inferred from various sources
present substantial differences, their comparison by Mahade-
van et al. [99] seems to have underlined fundamental charac-
teristics of the network, such as its joint degree distribution that
provides information about 1-hop neighborhoods around a
node. However, the question of which most closely matches
the actual internet AS topology remains open.

POP LEVEL

A point of presence (PoP) is a collection of routers owned by
an AS in a specific location (city or suburb). A PoP level
topology can be produced by adding information about geo-
graphic location to inter-AS topology. Different ASes some-
times have routers in the same building, such places are
known as colocation facilities or exchange points. In a PoP
level graph, the links between two PoPs belonging to a same
AS are its backbone or corelink. The links between two nodes
belonging to different ASes can either be the access or peer-
ing links. Fig. 8 illustrates a PoP level map.

A PoP level analysis is useful for understanding the geo-
graphic properties of internet paths as it provides straightfor-
ward constraints about latency between two PoPs.

The pioneering work of Govindan and Tangmunarunkit
with Mercator provides techniques for inferring detailed PoP
level topologies using traceroutes: IP addresses appearing in
traceroute paths are mapped to their corresponding PoP by
performing reverse DNS lookups. In later work, Teixeira et al.
find that inferred topology had significantly higher path diver-
sity[16], i.e., distinct number of AS paths exist between an AS
and the rest of the internet. Teixeira et al. suspect that the
large number of false links were due to imperfect alias resolu-
tion. However, this could not explain the false PoP level
edges. Recent developments by Pai et al. [100] show DNS mis-
naming to be a major source of false edges and offer ways to
fix them.

KNOWN PROPERTIES OF THE INTERNET

Probably, the most well-known study about the internet topol-
ogy was performed by Faloutsos et al. [101]. They find the
existence of relationships between several properties of the
AS graph. These relationships are expressed as power laws.
Recall that a power law has the shape y « x4, where the two
values that are of interest are x and y and o stands for “pro-
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portional to.” The first relationship found by Faloutsos et al. is
between the out-degree of a node (the number of outgoing
edges) and its rank (its index in order of decreasing out-
degree). It reflects the way domains connect. There is a trade-
off between the benefits and the cost of adding an edge, from
a financial and functional point of view. The second power
law links an out-degree value and its frequency. It indicates
that the internet node degree distribution is not arbitrary. The
higher degrees are rare and the lower degrees are the most
frequent. Note that this aspect is a natural behavior of power
laws. The last power law establishes a relation between the
eigenvalue A; of the graph adjacency matrix and the order i.
This power law means that the eigen exponent can distinguish
the differences between graph families. For example, the
eigen exponent of an inter-domain graph will be different
from the eigen exponent of the router graph. Finally, Falout-
sos et al. derive formulas that link the exponent of the power
laws with useful graph metrics, such as the number of nodes,
the number of edges and the average neighborhood size.
Magoni and Pansiot [102] provide several extensions to
Faloutsos ef al.’s work. Broido and claffy further show that
Weibull distribution can be used to approximate the outde-
gree distribution of routers [87].

Barabdsi and Albert [103] explain the origin of power laws
in the internet by two factors: preferential connectivity and
incremental growth. The preferential connectivity of a new
node is the tendency of a new node to connect to existing
nodes with a high out-degree. Incremental growth refers to
open networks that are formed by the continual addition of
new nodes, and thus the gradual increase in the size of the
network. Medina et al. [104] also find two other reasons for
the existence of power laws in the internet. First, they consid-
er how the nodes are distributed in space. Medina et al.
assume that the internet topologies have a high degree of
clustering. Another possible cause for power laws is the ten-
dency of anew node to connect to existing nodes that are
close in distance.

Tangmunarunkit et al. [105] ask whether an alternative
explanation to the AS power law node degree distribution
given by Barabzi and Albert exists. Their observations, based
on data collected by Mercator over a period of one year and a
half, suggest that AS size® might determine degree distribu-
tion and that AS sizes are highly variable. The observation
that degree follows size captures the idea that large ASes, by
setting up a large initial capital investment and building out a
large network, are able to attract more customers and peers
than smaller ASes.

Barford et al. [106] ask how far the underlying topology
can be precisely characterized when the number of end-toend
vantage points increases. Barford et al. assume that the net-
work graph being studies is composed of two parts, the central
routing core and a set of links feeding the backbone, and they
classify nodes accordingly. Viewing the topology from a small
number of sources (< 5), many backbone nodes are misclassi-
fied. If one increases the number of sources, the classification
increases in accuracy. However, the marginal utility of adding
sources decreases rapidly. By marginal utility, Barford et al.
mean the incremental benefit obtained by conducting one or
more additional measurements. This incremental benefit
could be seen with a fixed destination set and even with a big-
ger data set and not fixed destinations. By fixed destinations,
the authors mean that every source has the same destination
set. Not fixed destinations means that each source has its own

8 Tangmunarunkit et al. evaluated the size of an AS by the number of
routers it contains.

destination set, different from other sources. The fact that
additional measurements may provide low marginal coverage
does not necessarily imply that the overall coverage is high.
Finally, the results shed light on how typical IP routes pass
through a relatively well defined switching core.

Faloutsos et al. proposed that the hierarchical internet
structure could be represented in a more compact way through
power laws. The accuracy of this model has been discussed by
Chenet al. [107].Chen et al. ask whether the measurements
used by Faloutsos et al. are sufficiently complete to establish a
strict power law relationship for AS vertex degree distribution.
They also ask how the available measurements can be used to
establish the validity of topological models at AS level as
defined by Barabasi and Albert. Chen et al. estimate that the
Barabasi and Albert model (BA model) does not explain why
this kind of distribution appears in an AS context. Further-
more, the vertex degree distribution and peering characteris-
tics of new ASes are more complex than the simple models
used in the BA model. In fact, the distribution of small vertex
degrees in the BA model can be considered as equivalent to
that in the internet. On the other hand, the large vertex
degree distribution in BA model is different from that in the
internet. Chen et al. also show that BGP routing tables do not
constitute a sufficient data source. The internet maintains a
richer connectivity than that which can be observed by aggre-
gating a small number of BGP routing tables.

Lakhina et al. [108] show that if a graph has a node degree
distribution that is very different from a power law, sampling
from a small set of vantage points will yield a picture of a
graph with a node degree distribution that follows a power
law. One of the reasons evoked by Lakhina et al. is that the
sampled graph has fewer edges than the genuine graph. To
detect this bias, two criteria are proposed: Do the highest
degree nodes tend to be near the source(s)? and Does the distri-
butional shape near the source differ from that further from the
source?. To perform tests, Lakhina et al. made the assumption
that sources and destinations are randomly placed in the
graph and that routing follows the shortest path. Tests sug-
gested that the genuine router graph might have a higher pro-
portion of high degree nodes that it would seem in the simple
measurement extrapolation.

Clauset and Moore [109] explain analytically the bias in the
degree distribution described by Lakhina et al. in [108].
Clauset and Moore demonstrate that, for sparse random
graphs of large average degree, the apparent degree distribu-
tion displays a power law of the form P(k) ~ k! for k below
the average degree. According to Clauset and Moore, this
illustrates the danger of concluding the existence of a power
law from data over too small a range of degrees, and, more
specifically, the danger of sampling traceroutes from just a
few sources. In addition, Clauset and Moore propose another
explanation for the emergence of power law degree distribu-
tions. Decisions made by routers interact in a complex way
with the link-level topology. It may well be that routers only
use a small fraction of the edges in the network, and that the
edges they actually use give rise to an effective degree distri-
bution with a power law form.This solution implies that, if the
real degree distribution of the internet is something very dif-
ferent from a power law, it may not matter as these extra links
are not utilized in normal routing decisions.

These biases have been further studied by Petermann and
De Los Rios [110], and Dall’Asta et al. [111]. Guillaume and
Latapy [112] have extended these studies to include the trade-
off between the number of monitors and the number of desti-
nations.

Li et al. have shown that the node degree distribution is
not enough to describe network topology [113].Li et al. point
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out that there exist many different graphs having the same
distribution of node degree. Some of them might be consid-
ered opposites from the point of view of network engineering.
Instead, Li et al. propose models that in corporate technologi-
cal constraints on router and link bandwidth and connectivity,
together with abstract models of user demand and network
performance.

Amini et al. [114] collect four different data sets from the
Oregon Route View Project [84] and the Looking Glass sites’
[83]. For the analysis, Amini et al. consider three metrics: the
AS path asymmetry, the BGP AS_PATH prediction of tracer-
oute AS path and the AS degree. Based on these data sets,
Amini et al. demonstrate that the data collection technique
can have a major impact on some attributes, such as the AS
degree distribution and the average path length.

CONCLUSION

The past ten years have seen the rise of a new networking
measurement area: the internet topology discovery. Due to its
particular structure, the network topology can be understood
at various levels. In this article, we focused on the work per-
formed by the research community on the network layer
topology, sometimes also called the internet topology.

In this article, we first explained that the internet topology
discovery is driven by important questions. For instance, one
might want to model the internet in order to reproduce its
behavior in a laboratory.

Internet is a complex decentralized system that can be
decomposed in different sublayers: the IP interface level, the
router level, the PoP level and the AS level. Regarding the IP
interface level, we explained that the most common technique
together data is to use traceroute, a common tool that allows
a probing source to elicit router interfaces along the path
toward a destination. We also described techniques that
extend the standard traceroute in order to trace more effi-
ciently. We finally discussed the limitations and issues related
to traceroute-like probing.

The router level aims at summarizing all the IP addresses
of a router into a single identifier. This aggregation process is
called alias resolution. In this article, we described the two
families of alias resolution method. The first one makes use of
active probing, i.e., injects additional traffic in the network
and requires router participation. The second one is an ana-
lytical method. The key advantage is that it can be applied
offline, i.e., after the data has been collected.

Concerning the third sublayer, i.e., the AS level, we first
provided a reminder about AS relationships and then,
described the topology information sources, i.e., the routing
registry and the BGP routing information. Next, we discussed
techniques for inferring the internet topology at the AS level
using these data sets.

We also gave an insight of the PoP level, a PoP being a
collection of routers owned by an AS in a specific location.

We finally summarized some of the known properties of
the internet. We notably discussed the controversy about the
power law relationships in the internet.

However, although the amount of work performed by the
research community is huge, this is not the end of the story.
We are starting to see the deployment of large-scale distribut-
ed measurement infrastructures made of hundreds or thou-

9 Each site provides an HTTP interface to run traceroutes to specified des-
tinations and to query the site's local BGP router for the AS_PATH associ-
ated with an IP address.

sands of monitors. Thousands of users already download dis-
tributed measurement tools. The grenouille [115] tool is wide-
ly used for measuring available bandwidth in French ADSL
systems. Researchers at Georgia Tech have recently made the
passive measurement tool NETI@home [116] available for
public download. In addition, on-demand large-scale measure-
ment systems, such as N-Tap [117] and DipZoom [118], are
also on the way. Future challenges will concern, for instance,
the distribution of gathered data among the measurement
points and how to efficiently query this distributed database to
provide to the research community or to an application infor-
mation about the internet topology.
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