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ABSTRACT

Link state-routing protocols such as OSPF and ISIS are used in most if not all Internet Service Provider
and enterprise networks. They both rely on flooding to distribute the network topology to all routers. Upon
topology changes, all routers update their forwarding tables asynchronously which leads to transient events
such as micro-loops and packet losses. We propose two improvements to OSPF in an extension called
oFIQUIC. First, we use QUIC to exchange routing information between neighboring routers. Second, we
revisit the OSPF flooding process. Instead of relying entirely on flooding to distribute topology changes,
we establish secure remote QUIC sessions with distant OSPF routers to inform them of topology changes.
This enables oFIQUIC to prevent transient loops by ordering the updates of the forwarding tables of all
routers after a topology change. We add oFIQUIC to the BIRD implementation of OSPF. Our evaluation
demonstrates that oFIQUIC prevents loops and converges quickly in different topologies.

CITE THIS VERSION

Rybowski, Nicolas ; Pelsser, Cristel ; Bonaventure, Olivier. oFIQUIC: Leveraging QUIC in OSPF for seamless
network topology changes.|FIP Networking (du 03/06/2024 au 06/06/2024). In: IFIP Networking Conference,
(2024) http://hdl.handle.net/2078.1/286860 -- DOI : 10.23919/IFIPNetworking62109.2024.10619718

Le dépdt institutionnel DIAL est destiné au dépot
et a la diffusion de documents scientifiques
émanant des membres de |I'UCLouvain. Toute
utilisation de ce document a des fins lucratives
ou commerciales est strictement interdite.
L'utilisateur s'engage a respecter les droits
d'auteur liés a ce document, principalement le
droit a l'intégrité de l'ceuvre et le droit a la
paternité. La politique compléte de copyright est

disponible sur la page Copyright policy

Available at: http://hdl.handle.net/2078.1/286860

DIAL is an institutional repository for the deposit
and dissemination of scientific documents from
UCLouvain members. Usage of this document
for profit or commercial purposes is stricly
prohibited. User agrees to respect copyright
about this document, mainly text integrity and
source mention. Full content of copyright policy

is available at Copyright policy

[Downloaded 2026/01/06 at 21:04:36 ]


https://hdl.handle.net/2078/copyright_policy
https://hdl.handle.net/2078/copyright_policy

oFIQUIC: Leveraging QUIC in
OSPF for seamless network

topology changes

Nicolas Rybowski, Cristel Pelsser, Olivier Bonaventure
firstname.lastname@uclouvain.be

B UCLouvain <<=




Topology changes in IGPs
Ordered FIB updates (oFIB)
oFIQUIC design

oFIQUIC performances



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification

e Adding / removing links / nodes
o  Physically upgrading backbone network

o Logically reconfiguring optical underlay

m  e.g. add virtual link, disable link, modify
available bandwidth



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification

e Adding / removing links / nodes
o  Physically upgrading backbone network

o Logically reconfiguring optical underlay

m  e.g. add virtual link, disable link, modify
available bandwidth

e Modifying links metric
o Reflect link bandwidth
o  Traffic engineering



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification
e Adding / removing links / nodes e Link failures
o  Physically upgrading backbone network o eg.Fibercut, failed NIC

o Logically reconfiguring optical underlay @ Node failure

m  e.g. add virtual link, disable link, modify
available bandwidth

e Modifying links metric
o Reflect link bandwidth
o  Traffic engineering



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification
e Adding / removing links / nodes e Link failures
o  Physically upgrading backbone network o eg.Fibercut, failed NIC
Al al Lasl

o Logi{ Table 2

= | About topological changes, a spatial aggregation attempt of listener events (per
day statistics).

¢ M Od Ifylr Types Average Median Max Total
o Reflg
Link down/up 37.35 6 2074 16,848
o Traff Router down/up 0.3 0 8 136
Weight change 0.12 0 4 57

Merindol, P., David, P., Pansiot, J. J., Clad, F., & Vissicchio, S. (2018). A fine-grained multi-source measurement platform correlating routing transitions with 7
packet losses. Computer Communications, 129, 166-183.



Seamless topology changes is necessary

Topology changes in IGPs

Planned modification Unplanned modification
e Adding / removing links / nodes e Link failures
o  Physically upgrading backbone network o eg.Fibercut, failed NIC

Al al Lol

o Logi{ Table 2
= | About topological changes, a spatial aggregation attempt of listener events (per
day statistics).

¢ M Od Ifylr Types Average Median Max Total
o Reflg
Link down/up 37.35 6 2074 16,848
o Traff Router down/up 0.3 0 8 136
Weight change 0.12 0 4 57

Issue: IGPs not designed for frequent changes

Merindol, P., David, P., Pansiot, J. J., Clad, F., & Vissicchio, S. (2018). A fine-grained multi-source measurement platform correlating routing transitions with g
packet losses. Computer Communications, 129, 166-183.



OSPF discovers neighbors

IGP remainder

1. Neighbor discoygry HELLO
(2-way connectivity check) .
p——
HELLO

&S

All metrics are unitary



OSPF floods Link State Advertisments (LSAs)

IGP remainder

0 metric 0
1. Neighbor discovery 1 metric 1
.. 2 metric 1
(2-way connectivity check) ' .
2. Flood Link State 0 metric 0 0 metric 1
T metric 1 e e .
Advertisement (LSAs) 2metric1 | gD T AN B _‘
[ TrroTTe—
0 metric O
1 metric 1
2 metric 1
S S
N7 e

All metrics are unitary
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OSPF computes the shortest paths

IGP remainder

1. Neighbor discovery
(2-way connectivity check)

2. Flood Link State % %

Advertisement (LSAs) 0 ]
. metric
3. Shortest paths computation 1 metric 0 0 via west (1)
3 metric 1 e 1 viaself (0)
. 2 via west (2)
0 metric 0 3 via south (1)
1 metric 1
2 metric 1
S =)
e -«

All metrics are unitary
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OSPF converges

IGP remainder

0 via self

1 via east

2 via south

3 via south
via east

0 via north
1 via north
via east
2 via self
3 via east

v

o

0 via west
1 via self
2 via west
via south
3 via south

0 via north
via west
1 via north
2 via west
3 via self
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Increasing link metric

Topology changes in IGPs

Virtually remove a link with max metric - 1

0 via self 1 0 0 via west
1 via east e e 1 via self
2 via south ‘.‘4 “ 2 via west
3 via south 1 via south
via east 3 via south
0 via north 0 via north
1 via north % via west
via east 1 via north
2 via self 2 via west
3 via east 3 via self
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Increasing link metric

Topology changes in IGPs

o

0 via west
1 via self
2 via west
via south
3 via south

0 via south
1 via self

2 via south
3 via south

0 via north
via west
1 via north
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0 via self

1 via east

2 via south

3 via south
via east

0 via north
1 via north
via east
2 via self
3 via east

Topology changes in IGPs

Increasing link metric triggers micro-loops

0 via south
1 via self

2 via south
3 via south

Data-plane traffic is
redirected

o

0 via north
via west
1 via north
2 via west
3 via self
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0 via self

1 via east

2 via south

3 via south
via east

0 via north
1 via north
via east
2 via self
3 via east

Topology changes in IGPs

o

Increasing link metric triggers micro-loops

0 via south
1 via self

2 via south
3 via south

0 via north
via west
1 via north
2 via west
3 via self

A A

0 via west|
1 via north
2 via west
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Micro-loops propagate

Topology changes in IGPs

e Unitary link metric
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Micro-loops propagate

Topology changes in IGPs

e Unitary link metric
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Measuring micro-loops duration

Topology changes in IGPs

e Unitary link metric
e 5mslink delay
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Measuring micro-loops duration

Topology changes in IGPs

e Unitary link metric
e 5mslink delay

—8
£
g 1
S ———
=0 —
?4- o o
e Micro-loop duration factors 3 g | | |
o Link delay 0,8) (7,8 (6,7)
o #prefixes Loops

m SPF computation
m FIB injection duration (injection rate)



Symmetric update increases the number of loops

Topology changes in IGPs

e Unitary link metric
e 5mslink delay
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Impact of micro-loops
Topology changes in IGPs

e Packet reordering

24



Impact of micro-loops
Topology changes in IGPs

e Packet reordering
e TTL reaches 0 if micro-loop lasts long enough => transient black-hole

25



Impact of micro-loops
Topology changes in IGPs

e Packet reordering
e TTL reaches 0 if micro-loop lasts long enough => transient black-hole

IGPs trigger traffic disruption by design
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Topology changes in IGPs
Ordered FIB updates (oFIB)
oFIQUIC design

oFIQUIC performances
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Defining FIB update ordering

Ordered FIB updates (oFIB)

0 1 2
O—60—06

©
O,
O,

[1] Francois, P., & Bonaventure, O. (2007). Avoiding transient loops during the convergence of link-state routing protocols. IEEE/ACM

Transactions On Networking, 15(6), 1280-1292. 33



Defining FIB update ordering

Ordered FIB updates (oFIB)

i. Compute Reverse Shortest Path Directed Acyclic Graph (rspDAG) rooted at RO [1]

0 1 2

O——0 3%
A7

N\ 7\ e '\

O—0—0 8’
rspDAG10(0)

[1] Frangois, P., & Bonaventure, O. (2007). Avoiding transient loops during the convergence of link-state routing protocols. IEEE/ACM

Transactions On Networking, 15(6), 1280-1292. 34



Defining FIB update ordering

Ordered FIB updates (oFIB)

ii. Attribute a rank to each node in the sub-tree [1]

0 1 2
«—3
_7"\
O—O—0 T
w o
O—0—® N,

rspDAG10(0)

[1] Frangois, P., & Bonaventure, O. (2007). Avoiding transient loops during the convergence of link-state routing protocols. IEEE/ACM

Transactions On Networking, 15(6), 1280-1292. 35



Defining FIB update ordering

Ordered FIB updates (oFIB)

iii. Associate a timer to each node in the sub-tree [1]
T(R) = Rank(R) x MAX_FIB_TIME
=> Update FIB at timer expiration

0 1 2
+«— 3
_ 7"\
O—0— B
4—
O—0—® R
rspDAG10(0)

[1] Frangois, P., & Bonaventure, O. (2007). Avoiding transient loops during the convergence of link-state routing protocols. IEEE/ACM

Transactions On Networking, 15(6), 1280-1292. 36



Drawbacks of time-based ordering

Ordered FIB updates (oFIB)

e Worst-case timer delays whole convergence

o Possible shortcut with completion messages [1]
e Distributed computation
e Asynchronous update

=> not suitable for frequent changes

[1] Frangois, P., & Bonaventure, O. (2007). Avoiding transient loops during the convergence of link-state routing protocols. IEEE/ACM
Transactions On Networking, 15(6), 1280-1292. 37
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oFIQUIC design

oFIQUIC performances
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Connecting remote IGP peers
oFIQUIC design

e Scheduling node
o Ordering computed once
o Timer-less synchronous updates
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Connecting remote IGP peers

oFIQUIC design

e Scheduling node

o Ordering computed once

o Timer-less synchronous updates
e Requirements

o  Multi-hop transport layer

o  Authentication (Authorization)
e Leverage QUIC transport

o Complete transport protocol based on UDP
o  Native support for TLS (mutual TLS)
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Connecting remote IGP peers

oFIQUIC design

Scheduling node

O

O

Requirements

O

O

Leverage QUIC transport

O

O

Ordering computed once
Timer-less synchronous updates

Multi-hop transport layer
Authentication (Authorization)

Complete transport protocol based on UDP
Native support for TLS (mutual TLS)

Secure Tunnel
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Ordering FIB updates with oFIQUIC
oFIQUIC design

scheduling nodes

[\

0 1 2

()
&
D\
N\
()
W

O,
O,
O,
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG scheduling node
\ (D)
0 ! 2 \4) (2)
) ()
O—60—0O A7
@ @ @ rspDAG1-0(0)
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG
2. Derive an ordered list of
(distant) nodes

scheduling node

\ (1) =-——3
0 I 2 (3) (2) «— 2
(1) (5) <4+——
N O/ R
P &) «—0
@ @ @ rspDAG1-0(0)

Ordered list: [R8, R5, R7, R2, R4]
distant nodes
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG scheduling node

2. Derive an ordered list of
(distant) nodes

3. Initiate QUIC tunnels

(4) 2 )
(8)

rspDAG1-0(0)

Ordered list: [R8, R5, R7, R2, R4]
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG scheduling node
2. Derive an ordered list of \
(distant) nodes . ; .
3. Initiate QUIC tunnels
4. Send LSA to first node
O—O—0®
O—0—®

0 metric \inf
2 metric 1
4 metric 1

(8)

rspDAG1-0(0)

Ordered list: [R8, R5, R7, R2, R4]
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG

2. Derive an ordered list of
(distant) nodes

3. Initiate QUIC tunnels

4. Send LSA to first node

5. Wait for distant node
confirmation

scheduling node

\

1 2
O—O
O—®

ok

(8)

rspDAG1-0(0)

Ordered list: [R8, R5, R7, R2, R4]
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG scheduling node

2. Derive an ordered list of \ g mewrie it (D)
(distant) nodes A ; . 4 metric | 47 '\2

3. Initiate QUIC tunnels W W

4. Send LSA to first node OB

o O—0—O® N7

5. Wait for distant node ),
confirmation | —)—) rspDAG10(0)

6. Repeat steps 4 -5 until Ordered list: [R8, R5, R7, R2, R4]

list is empty
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Ordering FIB updates with oFIQUIC
oFIQUIC design

1. Compute rspDAG scheduling node

\

2. Derive an ordered list of
(distant) nodes

0 1 2
3. Initiate QUIC tunnels
4. Send LSA to first node (3\ n /5>
5. Wait for distant node i
confirmation —)—)

6. Repeat steps 4 - 5 until
list is empty
7. Final flooding

(7) (5)
rspDAG1-0(0)

Ordered list: [R8, R5, R7, R2, R4]
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Partial order vs Total order

oFIQUIC design

0 1 2
3 —(4 —5 " Q
O—O—O® (1) 0

(4) (2)
(1) (5) @) ) (D
(3)

pre-convergence post-convergence

Total order list: [R8, R5, R7, R2, R4]

Partial order list: [R5, R2, R4] .
:



Topology changes in IGPs
oFIB: Ordered FIB updates
oFIQUIC design

oFIQUIC performances
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oFIQUIC convergence duration in Abilene

oFIQUIC performances

3 Secattle i T
Z100{ © Z 300 I o
icago — ‘E‘
B Chl 3 New York g 75 E _g E 9
nsas Clty 1W 0 % "Cé 200 T
Sunnyvale 2 o 9.0 1 Partial oFIB = o o
\ /@shmgmn ,.::;> BN Total oFIB e T -
5 Los Angeles 9 bC 2.5- 1 OSPF &)
= = 100 A [ Partial oFIB
Aflanta o = -
Q <) =y BB Total oFIB
8 Houston — 0.0 '_T _T _T &D : : i
Metric Metric  Link Q>J Metric  Metric Link
Back. g Back.
Change type O Change type
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oFIQUIC contributions in Abilene

oFIQUIC performances

3 Seattle 950 Scheduling Node 6 Scheduling Node 7
xn . I .I Convergence
Chicago E [ Connection  HEEM LSA sending [ | e b0
De 1 New York — 200 T
nve \
nsas City 101nd1anapohs > 0 8
Sunnyvale 7 — 2 5 150 1 7
\ Ashington S
5 Tos Angeles bC = 100 1 7
9 o)
Atlanta
Q. 501 i
8 Houston )
o
m O T T T - T
4 9 10 8
= 000 © =300 - . .
£ 100 £ 2 2 Distant node Distant node
5 757 s =S
3 ey 2
= )
B = 200
& 5.0 [ Partial oFIB = ° o
% B Total oFIB = T -
& 251 = o qg 1001_ g E Patialofl
S 0042 —— —— go ?I - Tomlanla
Metric  Metric  Link °>-‘ Metric  Metric  Link
Back. g Back.
Change type O Change type
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oFIQUIC contributions in Abilene

oFIQUIC performances

3 Secattle

Chicago
B 1 New York
nve \
nsns ity 101nd1anapohs P 0
Sunnyvale 7 — 9
\ Ashington
DC
5 Tos Angeles 9
Atlanta
8 Houston

7y i ) “@ 300 o]
g 100 2 I 3
— | = = =
5 751 S
.2 2 =
B = 200
= 50 [ Partial oFIB = ° o
% B Total oFIB = T -

, [ OSPF ©
8‘ %3 = 1001 1 Partial oFIB
Q ) =2 B TowloFB
200 —— == [ 20 : . :

Metric  Metric  Link °>-‘ Metric  Metric Link

Back. g Back.
Change type O Change type

Step duration |ms
2 3

)

Scheduling Node 6

Scheduling Node 7

[ Connection [ LSA sending [ Sgggﬁ;ﬁgge
T \I fl I/
4 9 10 8
Distant node Istantnode

Related to path length
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oFIQUIC contributions in Abilene

oFIQUIC performances

251 [ OSPF

S Related to path length

3 Qontte 950 Scheduling Node 6 Scheduling Node 7
2 . I .I Convergence
Chicago E [ Connection I LSA sending e
B 1 New York — 200
nve \
nsns ity Indianapolis PN 0 =
Sunnyvale 7 — 10 9 9 150 - |
+2
Ashington S
5 Tos Angeles bC = 100 1 7
2 s
Atlanta
Q. 501 i
8 Houston b}
=
p) 0 :
4
"m ] o 300 .
£ 100 Z < Distant node
g 7.51 = =
'4% 2 200 1
£ 50 [ Partial oFIB ° o
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oFIQUIC contributions in Abilene

oFIQUIC performances

Meltric Meltric Lilnk
Back.
Change type

Meltric Meltric Lilnk
Back.
Change type

3 Secattle
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B = 200
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8‘ %3 = 1001 1 Partial oFIB
Q ) =2 B TowloFB
2 00t == —— | %
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o
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Step duration |ms
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Scheduling Node 6

Scheduling Node 7

[ Connection

Convergence
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I LSA sending —
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Related to previous step
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oFIQUIC contributions in Abilene

oFIQUIC performances
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Establishing QUIC tunnels with direct IGP peers
oFIQUIC design

PF PF
1 FFI
QUIC |Secure Tunnel| QUIC
TF T+
N P
\
?
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Establishing QUIC tunnels with direct IGP peers
oFIQUIC design

PF PF
1 FFI
QUIC |Secure Tunnel| QUIC > H ELLO(RI D=0)
g S
r | P ‘w

2-WAY

2-WAY

OSPF packet
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Establishing QUIC tunnels with direct IGP peers
oFIQUIC design

PF PF
1 FFI
QUIC |Secure Tunnel| QUIC > H ELLO(RI D=0)
g S
r | P ‘w

ZWAY HELLO(RID=0,1)

OSPF packet QUIC INIT 2-WAY

QUIC packet \
QUIC INIT
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Establishing QUIC tunnels with direct IGP peers

oFIQUIC design

OSPF OSPF
S S
T4 T4 - -
QUIC |Secure Tunnel| QUIC H ELLO(RI D =0)
S T
Ty . HELLO(RID=1,0)
2 WAY HELLO(RID=0,1)

OSPF packet QUIC INIT 2-WAY

QUIC packet \
QUIC INIT

EXSTART %SA[RO])»

EXSTART
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Distributed Micro Network Emulation (DUNE)

framework
Nodex NodeO Nodel Node2
ethO | eth0 | ethl - ' ethO

Network ‘ = = '

namespace CPU1 CPU3 CPU5S
CPUx BIRD BIRD BIRD
process CPU2 CPU4 CPU6

Pinned process QUIC QUIC QUIC

;ethx — ethy | iethl ‘ethl

veth pair
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oFIQUIC convergence duration in a ring

oFIQUIC performances

Convergence duration|ms]
o
(@)}

o
I

il ?ﬁ;i

rtial oFIB

i l B Total oFIB

Mezcric Lilnk
Change type
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oFIQUIC contributions in a ring

oFIQUIC performances

Scheduling Node 0 Scheduling Node 1

Convergence
notification

[ Connection ~ [ LSA sending [

-}

6 7 8 4 3 2
Distant node Distant node
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oFIQUIC contributions in a ring

oFIQUIC performances

Scheduling Node 0

Scheduling Node 1

[T Connection

Step duration |[ms
=
)

\ /. ~

I LSA sending

—

Convergence
notification

-}

6 7 8
igtapt node

Related to path length

4

3 2

Distant node
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oFIQUIC contributions in a ring

oFIQUIC performances

Scheduling Node 0 Scheduling Node 1

Convergence
notification

[ Connection ~ [ LSA sending [

!

Bl

6 8 4 3 2
sant node Distant node

Related to path length

Step duration |[ms
=
)

-}
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oFIQUIC contributions in a ring

oFIQUIC performances

Scheduling Node 0 Scheduling Node 1

Convergence
notification

[ Connection ~ [ LSA sending [

Step duration |[ms
=
)

-}

4 3 2
Distant node

6 7 8
Distant node

Related to previous step
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