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Chapter 1

Introduction

1.1 The evolution of the data networks

Introduced in the early fifties to support applications such as airline reservations, the
data networks have rapidly evolved since then and especially during the last twenty years.
During the sixties and the early seventies, the data networks were mainly used to attach
devices such as terminals or printers to large mainframes or to directly connect two main-
frames together. Most of these “networks” were built with serial or leased lines. From a
protocol point of view, “ad-hoc” solutions and proprietary protocols were the rule. The
ARPANET protocol suite was one of these proprietary protocols.

Several important changes occurred during the seventies. The first change is the
introduction and the “proliferation” of minicomputers such as the Dec PDP series. Until
then, the computers were very expensive and few companies could afford to buy several
computers. Suddenly, it was possible to have several minicomputers at the same location
or even in the same department. This quickly resulted in a need to efficiently interconnect
these computers. This need was one of the motivations for the Local Area Networks
(LAN)' which were developed at that time. The bandwidth available on these LANs
(a few Mbps) appeared to be “unlimited” for the computer scientists used to low speed
serial lines. An important characteristic of these LANs was that the available computers,
due to their limited processing power, were only able to utilize a small fraction of the
bandwidth available on the LAN. The proliferation of the minicomputers was also of
the motivations for the development and the deployment of X.25 based packet switch
networks by the public network operators. From a protocol point of view, each vendor or
even application had its own protocol suite and proprietary protocols were the rule. The
TCP/IP protocol suite, which was proposed as an evolution of the ARPANET protocol
suite could be considered as one of these proprietary protocols. However, it should be
noted that the specifications and even reference implementations for the protocols of
the TCP/IP protocol suite have always been freely available. This was not the case for
protocol suites such as IBM’s SNA or Novell’s IPX/SPX.

The evolution of the data networks did not stop during the eighties. Instead, the
introduction of the PCs and the workstations and later on their generalization have greatly

1 This is one of the many acronyms that the readers of this thesis have to assimilate. To ease this
process, we have included a list of acronyms in appendix A.
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increased the need for local and wide area networks. This need was the driving force for the
standardization of mature LAN technologies such as Ethernet or Token-Ring. These LANs
were deployed in many companies during the eighties. Initially, these shared LANs were
lightly loaded and several tens or even more computers were attached to a single shared
LAN. When several disjoint shared LANs had to be interconnected, this was usually done
by attaching them to a single “backbone” LAN (e.g. Ethernet or Token-Ring). This was
possible because most of the traffic was local to these LANs. Measurements performed on
these LANs showed that as a rule of thumb, 80% of the traffic was towards destinations
attached to the same shared LAN as the source and only 20% of the traffic was towards
destinations attached to a remote LAN. This rule is known as the 80/20 rule.

From a protocol point of view, the eighties were still dominated by proprietary and
incompatible protocols. These incompatible protocols were the source of many problems
when computers from different vendors had to be interconnected. In order to solve this
problem, most vendors and several governments have supported the development of an
open and non-proprietary protocol suite. The International Standardization Organization
(ISO) spent a lot of time to develop a new non-proprietary protocol suite but we now
know that this protocol suite did not achieve the expectations of most vendors and users.
Instead, and partially due to the success of the Internet, the TCP/IP protocol suite
became the dominant protocol suite and is currently replacing most of the proprietary
protocol suites used during the eighties.

During the nineties, the “data networks” became an important part of the infras-
tructure of most organizations. Today, most, is not all, desktop computers are attached
permanently (e.g. through a LAN) or semi-permanently (e.g. through a dialup modem)
to a data network. While the PCs and workstations used in the eighties were rarely able
to saturated the shared LANs, today even low-end PCs are fast enough to completely
utilize an Ethernet LAN. Furthermore, with the proliferation of large software packages
and graphic displays, the amount of traffic on LANs are steadily increasing. Due to
this traffic increase, the number of workstations/PCs attached to each shared LAN has
been continuously decreasing during the last decade. Today, ten workstations on a single
shared LAN is a pretty large number, and we expect that soon each desktop computer
will be attached to its “own” LAN. Besides, this, the LANs have also been improved to
support higher speeds than their original speed (e.g. 100 Mbps and 1 Gbps Ethernet or
100 Mbps Token-Ring). Due to this evolution, the servers have moved from the shared
LAN towards the backbone network and today the 80/20 rule of thumb is not anymore
valid. In fact, some people suggest that today’s rule of thumb should be that 20% of the
traffic stays on the local LAN while 80% goes on the internetwork.

A similar increase in the available bandwidth happened in the wide area networks.
Today, wide area links supporting several hundred megabits per second or a few gigabits
per second are being actively deployed by network operator to sustain the growth of the
traffic on the data networks. This evolution also affects the individual user since with
the deployment of Digital Subscriber Line (DSL) or Hybrid-Fiber Coax (HFC) modem
technologies each of these users will have a similar bandwidth than the Internet backbone
ten years ago.
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1.2 Beyond best-effort service

Most TCP/IP based networks and LANs such as Ethernet have been designed with a
“fair best-effort” service in mind. “Fair” in this context means that if N users compete
to utilize a single resource (e.g. bandwidth on a data network), then each user should
receive % of this resource. “Best-effort” in this context means that the network will do
its “best” to provide the expected “fair” service, but without any precise commitment.

Such a best-effort service is suitable for some environment, but definitely not for all
the possible environments. For example, in a corporate network, some applications (e.g.
transaction processing, financial operations, electronic commerce, disk mirroring, ...)
are much more important for the company than others (e.g. Internet access, email, print
service, ...). In this case, the managers of the company could not accept that these
unimportant applications consume resources inside the network at the detriment of the
critical applications. In best-effort networks, a common solution to this problem is to
increase the resources inside the network. Although this solution works since when there
are too many resources the network is not congested and thus the critical applications
do not have to compete for bandwidth with the other applications, it is not the most
economical one, especially in the wide area where bandwidth is, and will continue to be,
expensive.

A better solution would be allow the network manager to have a better control on
the utilization of the network resources by all the applications used on the corporate
network. Several solutions have been proposed to control the distribution of the network
resources. In pure TCP/IP based networks, these solutions range from prioritizations
mechanisms such as the utilization of the Type of Service (TOS) and “Precedence” fields
in the Internet Protocol (IP) header [Alm92] [BBB*98] to the more complex controlled-
load and guaranteed services [WC97] introduced recently within the Internet community.

Instead of extending the TCP /IP protocol suite which was designed with the assump-
tion of a “fair best-effort” service, an interesting alternative is to rely on the services
provided by an underlying layer. In this respect, Asynchronous Transfer Mode (ATM)
could definitely play a key role. ATM was specifically designed to support the high speed
links required by today’s TCP/IP networks in both the local and the wide area while
providing a much more controllable service than the “fair best-effort” service of pure
TCP/IP networks. Furthermore, ATM is currently being used by several Internet Service
Provider (ISP) networks for its extensive traffic management capabilities.

This thesis is entirely focused on the utilization of ATM to support TCP/IP traffic.
More precisely, we study ATM services which are able to guarantee a minimum band-
width while still allowing the endsystems to transmit at a higher rate if the network is
not congested. We consider that these services are a key building block for designing
“controlled” TCP/IP networks. We study these ATM services from a quantitative point
of view to evaluate whether they can efficiently support TCP/IP traffic.

1.3 (Goals and scope of the thesis

To quantitatively evaluate the suitability of ATM to efficiently support TCP/IP services
with a minimum guaranteed bandwidth, we rely on two widely used techniques : mea-
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surements and simulations.

The measurements performed with real systems are probably one of the best ways to
quantitatively evaluate the performance of computer networks. These measurements are
particularly interesting because all the factors which have an impact on the performance
are present in the real systems. However, measurements have two important drawbacks.
First, and obviously, they can only be used when the real system exists. This means that
measurements cannot be used during the early design phases. The second drawback of
measurements on real systems is that they are quite expensive to conduct. As a conse-
quence, measurements are usually carried in small networks. We rely on measurements
to evaluate the performance of TCP with the ATM services which are already supported
by commercial products or networks.

Simulations are frequently used to study the performance of TCP in ATM networks.
An interesting feature of simulations is that they can be used to evaluate the performance
of services and protocols which are not already supported in real equipments. For this
reason, simulations can be used to bridge the gap between analytical models and measure-
ments. Compared with measurements, the main advantage of simulations is that they are
less expensive. For this reason it is possible to study by simulations more complex net-
works than what can be achieved with measurements. Another advantage of simulations
over measurements is that they can be used early in the design phase. The main drawback
of simulations is that the simulation model is only an approximation of the real world.
However, this approximation is usually close to the reality with a good simulation tool
and always less coarse than in an analytical model. In this thesis, we rely on simulations
to study the performance of TCP in ATM networks larger than our available equipment
and also to evaluate the performance of ATM services which are not yet supported by
available equipment.

For the simulations described in this thesis, we have used the STCP simulation tool
[Man96] developed by Sam Manthorpe at Ecole Polytechnique Fédérale de Lausanne
(EPFL) to study the behavior of TCP in ATM networks. The main characteristics of
STCP and a brief description of our modifications to this simulation tool may be found
in appendix B.

This thesis focuses on the integration of ATM under TCP/IP to provide services with
a guaranteed minimum bandwidth. By integration, we mean that we utilize ATM as the
underlying subnetwork technology to carry TCP/IP traffic. This thesis is structured as
follows.

We first summarize in chapter 2 characteristics of the emerging ATM environment and
discuss the possible alternatives to deploy ATM networks to support TCP/IP traffic. In
chapter 3, we pursue our presentation of the emerging ATM environment by describing in
details the different ATM services which have been defined by the standardization bodies
to efficiently TCP/IP traffic in ATM networks. In the remainder of the thesis, we study
the performance of TCP with the four main ATM services which are able to provide a
guaranteed minimum bandwidth, namely Constant Bit Rate (CBR), Available Bit Rate
(ABR), Variable Bit Rate (VBR) and Guaranteed Frame Rate (GFR). Throughout the
thesis, we assume that the reader is familiar with the internal of the TCP protocol? .

2The reader who is not familiar with TCP will find a short overview of the data transfer mechanisms
used by this protocol in appendix C.
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In chapter 4, we present a detailed measurement study of the performance of TCP in a
wide area ATM network which provides the CBR service. The main contribution of these
measurements is that in such networks, the main factor which influences the performance
of TCP is the conformance of the ATM traffic with the traffic contract.

In chapter 5, we study the conditions which must be met for a deployment of the ABR
service in public networks. We show that in such networks, the complexity of the ABR
service is a significant burden.

After having discussed the limitations of the CBR and ABR services in chapters 4
and 5, we then study in chapter 6 the performance of TCP with the VBR service. We
first present measurements carried in a small ATM LAN which show the importance of
the conformance of the ATM traffic with the traffic contract. We then rely on simulations
to evaluate the performance of an ATM backbone network supporting the VBR service.
Our measurements and simulations identify several problems with the VBR service.

We then focus our attention to the recently proposed GFR service which is expected
to solve the problems of the VBR service. In chapter 7, we present a detailed simulation
study of the performance of TCP with this GFR service. For these simulations, we
consider the two example switch implementations which have been proposed within the
ATM Forum. These simulations show that the GFR service category is able to better
support TCP/IP traffic than the VBR service category, but we identify several problems
with the two example switch implementations.

In chapter 8, we propose three solutions to solve the problems associated with the
two example implementations. We first describe a shaping algorithm which significantly
improves the performance of the two example switch implementations with one variant of
the GFR service. We then propose an alternative switch implementation which is able to
completely support the GFR service in FIFO-based ATM switches. Finally, we propose
a modified scheduler which is better suited to support the GFR service than the current
WEFQ-like schedulers.

Finally, we present our conclusions and discuss some further work in chapter 9.
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Chapter 2

The emerging ATM environment

2.1 Introduction

In this chapter, we briefly present the characteristics of the emerging ATM environment
which are relevant for the remainder of this thesis!.

Since ATM was chosen as the transfer mode for the Broadband Integrated Services
Digital Network (B-ISDN), we first summarize the B-ISDN protocol reference model in
section 2.2 and the relevant parts of its lower layers in section 2.3. We then briefly
present the main functions of the control plane of the B-ISDN in section 2.4. Several
protocols have been proposed to support TCP/IP in ATM networks; we summarize the
main characteristics of these protocols in section 2.5. Finally, we discuss in section 2.6
our views on possible deployment scenarios for ATM in corporate and public networks.

2.2 The B-ISDN reference model

While the initial work on ATM began in the early eighties, ATM gained a lot of interest
when it was selected as the transfer mode for the Broadband Integrated Services Digital
Network (B-ISDN) in the late eighties. B-ISDN was considered by the International
Telecommunications Union - Telecommunications sector (ITU-T) as the natural evolution
of the Integrated Services Digital Network (ISDN). As such B-ISDN was expected to be
mainly deployed by public network operators in wide area networks.

A major part of the initial set of ITU-T recommendations was the definition of a
protocol reference model for the B-ISDN [ITU90] (figure 2.1). This protocol reference
model evolved from the ISDN protocol reference model [ITU84] and includes several
planes. The lowest layer of the B-ISDN Reference Model is occupied by the physical
layer. In contrast with physical layers defined for the Open Systems Interconnection (OSI)
Reference Model [ISO84], the Physical Layer of the B-ISDN reference model does not offer
a bit-transmission service, but instead offers a service where the unit of transmission is
424 bits long. This size corresponds to the size of the standardized ATM cell. These ATM
cells are the Protocol Data Units (PDUs) used by the ATM layer. The ATM Adaptation
Layer (AAL) is used to enhance the service provided by the ATM layer ; for example one

1A more in-depth presentation of the ATM environment may be found in e.g. [Onv95] or [Pry93].
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of the standardized AAL protocols provides the transfer of variable length Service Data
Units (SDUs). The Control and User planes rely on the services provided by the physical,
ATM and AAL layers.

= - - Management plane---- >~
-7 I
Control User
plane plane

Higher layers Higher layer
Signalling protocols
Routing

ATM Adaptation Layer
|

IAsynchronous Transfer Mode Laye!

<

Physical Medium Dependent Laye

Figure 2.1: The B-ISDN Reference Model

The B-ISDN offers a connection-oriented service and the main function of the Control
plane is to establish and release these connections. The User plane contains the functions
which are used to perform the actual transfer of user information. The Management
plane provides the management functions and is divided in two sub-planes. The Layer
Management sub-plane contains the management functions which are specific to each
layer of the B-ISDN reference model, while the Plane Management sub-plane performs
the management and coordination functions related to the complete system.

In addition to the B-ISDN protocol reference model, the ITU-T has also defined ref-
erence interfaces which are an extension of the reference interfaces of the Narrowband
Integrated Services Digital Network (N-ISDN). However, shortly after the publication of
the first set of ITU-T recommendations on B-ISDN and ATM, several companies created
the ATM Forum to speed up the standardization of ATM for corporate networks. The
ATM Forum, while being only an industry consortium, has quickly become a key player
in the standardization of ATM protocols and services. The work of the ATM Forum
is as much as possible aligned with the work of ITU-T, but the ATM Forum is mainly
concerned by the utilization of ATM in corporate networks, while ITU-T is mainly con-
cerned by public networks. To structure its work, the ATM Forum has also defined a set
of reference interfaces. As we will mainly refer to the ATM Forum specifications in this
thesis, we will only discuss the interfaces defined by the ATM Forum.

The four main interfaces defined by the ATM Forum are shown in figure 2.2. The
private User Network Interface (UNI) is the interface between an ATM user (e.g. a
workstation with an ATM adapter) and an ATM network when both equipments are
part of the same administrative domain (e.g. a corporate network). The public UNI is
the interface between an ATM user (which may consist of a single workstation with an
ATM adapter or a complete private ATM network) to a public service provider’s ATM
network. The Private Network-Network Interface (P-NNI) is the interface between two
ATM switches which are part of the same private network. The Broadband Inter-Carrier
Interface (B-ICI) the interface between two public ATM networks.
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Figure 2.2: The reference interfaces defined by the ATM Forum

2.3 The lower layers of the B-ISDN Reference Model

The lower layers of the B-ISDN Reference Model provide services which are used by the
User and the Control planes. In this section, we summarize the main functions and
operations performed by the Physical, ATM and AAL layers.

2.3.1 The Physical layer

The Physical layer of the B-ISDN Reference Model is divided into two sublayers. The
lower sublayer, i.e. the Physical Media Dependent sublayer (PMD), provides all the func-
tions related to the physical transmission of bits. These functions include the electrical
or optical transmission, the clock synchronization and the encoding functions. The upper
sublayer (Transmission Convergence (TC)) provides all the functions related to the trans-
mission and reception of ATM cells. These functions include the frame adaptation in the
case of frame-based physical layer, the cell delineation and the generation and verification
of the Header Error Check (HEC) (see section 2.3.2).

In this thesis, we will not consider the physical layer in details, but an important
point to note is that there is not a single physical layer for the B-ISDN. The standard-
ization bodies have already published specifications for a wide range of physical layers
with throughput ranging from a few Mbps up to several hundreds of Mbps and most
of these specifications are already implemented in commercial products. Furthermore,
physical layers supporting ATM have been defined for Digital Subscriber Line (DSL) and
Community Antenna Television (CATV) modems. Thus, private as well as public ATM
network will be very often composed of different types of links, and this heterogeneity
will be a major characteristic of ATM networks. In corporate networks, clients may be
connected with 25 Mbps or 155 Mbps links, while 622 Mbps links and above may be
used at the servers [Mic96| or for the backbone links. In public networks, link speeds of
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several gigabits per second or even more thanks to the utilization of Wavelength Division
Multiplexing (WDM) will probably be used in the core of the network, while lower speeds
will be used on the access links.

2.3.2 The ATM layer

The ATM (Asynchronous Transfer Mode) layer is the most important layer of the B-
ISDN Reference Model. It contains all the functions related to the switching and the
multiplexing of virtual connections. The unit of information in the ATM layer is a 53-
bytes long ATM cell. Each ATM cell (figure 2.3) contains a 5-bytes long header, and 48
bytes of payload. The selection of a fixed unit of information transfer is one of the major
decisions of I'TU-T concerning B-ISDN.

Bit
1 . 8 1 8

1| orc | wvpl 1 VPl

2 | el vel 2 | ve | wva

3 vel 3 vel

4| va | Prike 4| va | Prike
Bytes g HEC 5 HEC

6 6

48 Bytes Payload 48 Bytes Payload

53 53

Figure 2.3: The ATM cell format at the UNI (left) and the NNI (right)

Two types of ATM cells have been specified. They differ in the usage of the first four
bits of the header. At a UNI interface, these four bits are used to implement the Generic
Flow Control (GFC) protocol. This protocol, standardized by the ITU-T [ITU93al, allows
the network side of the UNI to regulate the flow of cells coming from the user side of the
UNI. However, it should be noted that the amount of control allowed by this protocol is
very limited, and thus it will probably only be used when simple devices are connected
to an ATM network (especially at a public UNI). At a Network-Network Interface (NNI)
interface, this protocol is not used, and the first four bits of the header are part of the
Virtual Path Identification (VPI) field.

The ATM layer provides a connection-oriented service. Thus, an end-to-end (virtual)
connection must be established before user information can be transmitted between ATM
users. ATM supports two types of virtual connections. The permanent virtual channel
connections (PVC) are established by configuration (e.g. at subscription time) or through
management facilities. The switched virtual channel connections (SVC) are established
and released dynamically by the signaling protocols of the control plane. In an ATM net-
work, a route is associated with each virtual connection and all the cells transmitted for a
particular virtual connection follow the same route. Furthermore, a major characteristic
of a virtual connection is that the cell sequence is preserved (cell loss may occur, but cell
reordering cannot occur). A two-level virtual connection hierarchy is used in ATM net-
works. The virtual channel connections (VCC) are usually end-to-end connections, while
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the virtual path connections (VPC) are usually established between two ATM switches
to create virtual links inside the network or to aggregate a large number of VCCs in a
single VPC to simplify the management of the network.

The Virtual Channel Identification (VCI) and VPI fields of the ATM cell header are
used to identify the VCC and VPC to which the cell belongs. On a physical link, each
end-to-end virtual connection is identified by the triplet < physical link, VCI, VPI >,
but this identification has only a local significance as each ATM switch may translate the
VCI and VPI fields of each cell that it forwards. There are two types of ATM switches
: the VP switches and the VP+VC switches. Inside an ATM switch, the routing of
cells is usually performed according to a table. This table is updated each time a virtual
connection is established or released. In a VP+VC switch, this table provides the mapping
from the triplet < incoming physical link, incoming_VCI, incoming_VPI > to the triplet
< outgoing physical link, outgoing_VCI, outgoing_VPI >. When a cell is received on an
incoming physical link, the table is consulted, and the cell is forwarded to the outgoing
physical link indicated by the table, with incoming_VCI replaced by outgoing_VCI, and
incoming_VPI replaced by outgoing VPI. A VP switch is simpler since it does not look
at and does not modify the VCI field when it forwards a cell.

The Payload Type Indicator (PTI) is used to distinguish between several types of
ATM cells (table 2.1). The first bit of the PTI field indicates whether the cell carries
some user data or whether it contains some network-related information. For user data
cells, the second (Explicit Forward Congestion Indication (EFCI)) bit indicates whether
the cell has experienced congestion in the network. The utilization of this EFCI bit will
be discussed in section 3.5. The third PTI bit for user data cells is used by the ATM
Adaptation Layer (see section 2.3.3). Three types of network-related cells are currently
defined. The Operation and Maintenance (OAM) cells are used by the Management plane,
notably, to detect loss of connectivity and to gather some performance measurements. The
Resource Management (RM) cells are used to control congestion inside the network (see
sections 3.5 and 3.7).

PTI Meaning

000 | User data cell, congestion not experienced (SDU type 0)
001 | User data cell, congestion not experienced (SDU type 1)
010 | User data cell, congestion experienced (SDU type 0)
011 | User data cell, congestion experienced (SDU type 1)
100 | Segment OAM flow-related cell

101 | End-to-end OAM flow-related cell

110 | Resource Management (RM) cell

111 | Reserved

Table 2.1: Payload Type Indicator

The Cell Loss Priority (CLP) is a one-bit field that is used to distinguish between two
cell loss priorities. A cell with CLP=0 is a high priority cell and a cell with CLP=1 is
a low priority cell. Tt is expected that when the network is congested, the CLP=0 cells
should be discarded after the CLP=1 cells.
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The Header Error Check (HEC) is an 8-bit Cyclical Redundancy Check (CRC) that is
used the detect bit errors in the cell header and also with some physical layers to correct
single bit errors. The HEC is computed by each ATM entity (i.e. endsystem or switch)
that sends a cell and verified by each ATM entity (i.e. endsystem or switch) that receives
a cell. An ATM entity which receives a cell with an invalid HEC must discard this cell.

2.3.3 The ATM Adaptation Layer

The initial ITU-T recommendations published in 1990 expected that four major classes of
applications would benefit from B-ISDN. These applications were classified in four classes
according to their requested bit rate, the existence of a timing relation between the source
and the destination, and whether they required a connectionless or connection-oriented
service (table 2.2). It was also expected that each class of application would be served by
one ATM Adaptation Layer (AAL).

Class 1 | Class 2 | Class 3 | Class 4
Bit rate constant | variable | variable | variable
Timing relationship yes yes no no
Connection-mode CO CO CO CL

Table 2.2: The initial proposed service classes

The ITU-T began to define the AAL protocols and services for each service class.
AAL1 [ITU91] was developed for applications in class 1 (e.g. uncompressed voice and
video, leased line emulation). The AAL protocol for class 2 (AAL2) was recently defined.
It shall be used by applications that transmit a variable amount of data with timing
requirements (e.g. compressed voice). As the requirements for classes 3 and 4 were
similar, the ITU-T decided to define a single AAL (AAL3/4) [ITU91] to cover the needs
of applications from class 3 and class 4. However, due to its complexity combined with
its large overhead, AAL3/4 did not gain much acceptance. To overcome the limitations
of AAL3/4, ANSI and the ATM Forum proposed a much simpler AAL protocol [Lyo91],
under the name AAL5. AALD has been designed to fulfill the needs of the applications
in classes 3 and 4 with a much lower overhead than AAL3/4 and to permit a high-
speed hardware implementation. It quickly became widely accepted, and today most
applications corresponding to classes 3 and 4 rely on AAL5. We only consider AAL5 in
this thesis.

AAL5 [ITU96a] provides the unassured transfer of variable-sized SDUs over the un-
derlying ATM network. Thus, AAL5 hides the cell-based ATM network to the upper
layer protocols and offers a classical packet-based service to those protocols. The AAL
layer is itself divided into two sublayers. The Segmentation and Reassembly (SAR) sub-
layer contains all the functions related to the transmission and reception of the ATM
cells corresponding to a variable-size SDU. The Convergence Sublayer (CS) contains all
the functions related to the encapsulation of variable sized SDUs, and optional addi-
tional functions. It is also divided into two sublayers. The Common Part Convergence
Sublayer (CPCS) provides the functions that are necessary for all users of AAL5. The
optional Service Specific Convergence Sublayer (SSCS) contains the functions that may
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be used to provide an enhanced service (e.g. a reliable service) for some AAL5 users.
For example, the UNI signaling protocol (see section 2.4.1) relies on an assured service
provided by the Service Specific Connection Oriented Protocol (SSCOP) [ITU94a] in the
SSCS sublayer over AAL5. By default, and in particular when used to carry IP traffic,
AALD contains a null SSCS sublayer. We will thus only consider a null SSCS sublayer in
this thesis.

| SSCS-PDU |
sscs
O P S
cpes CPCS-SDU | |
: . CPCS-PDU .
|
48 bytes : :
shr :
[o: | atmsou |
ATM cell (53 bytes) :
[0i | atmsou |
[ | atm-spu
CPCS-PDU
1 ! ! 1 ! 1 1 1
CPCS-SDU padding |UU§ i LEN | CRC |

Trailer (8 bytes)

Figure 2.4: AAL5 segmentation

The AAL5 CPCS sublayer is responsible for the encapsulation of a variable sized-SDU
submitted by the AAL5 user. AALS supports byte-aligned SDUs with sizes ranging from
one byte up to 65535 bytes. The AAL5 CPCS encapsulation (figure 2.4) consists of some
padding bytes and an 8-bytes long trailer. The padding is used to align the AAL5 CPCS-
PDU on 48 bytes boundaries (i.e. a fixed number of cells). The CPCS-trailer contains a
one-byte field (User to User indication (UU)) that is transmitted transparently between
the AALD users together with the CPCS-SDU. The LEN field contains the length of the
CPCS-SDU in bytes. This field is used by the receiver to remove the padding bytes,
but also to verify that the received CPCS-PDU has a valid length. The last field of the
CPCS-trailer is a 32 bits CRC that is used to verify that a received CPCS-PDU has not
been corrupted during transmission.

The segmentation of a CPCS-PDU by the AAL5 SAR sublayer does not introduce any
overhead in addition to the overhead of the CS sublayer. It relies on the PTI field of the
ATM cell headers(“SDU type 0” and “SDU type 1” in table 2.1). The utilization of this
PTTI field by the AAL5 SAR sublayer is another violation of the layering principle, but
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these violations are sometimes necessary to achieve a good performance. When an AALS
CPCS-PDU is transmitted by the SAR sublayer, all its cells are transmitted as “SDU
type 07 cells, except the last cell (which is transmitted as an “SDU type 17 cell). As the
cell sequence is preserved on an ATM connection, the receiver can detect the end of a
CPCS-PDU when it receives a “SDU type 1”7 cell. The advantage of this segmentation and
reassembly mechanism is that it does not introduce any overhead, but its disadvantages
are that it is impossible to multiplex cells from several CPCS-PDUs on a single VC, and
that the loss of the last cell of a CPCS-PDU will usually cause the concatenation of the
CPCS-PDU containing this last cell with the subsequent CPCS-PDU, and thus the loss
of two CPCS-SDUs. Despite these limitations, AAL5 is probably today the most widely
used AAL. It is used for legacy protocols (Classical IP over ATM, LAN Emulation), but
also for protocols in the control plane (SSCOP, ILMI, ...) and for multimedia protocols
such as the transmission of MPEG streams.

2.4 The Control plane

The Control plane contains all the functions which are necessary to establish and release
switched virtual circuits and virtual paths. These functions include the signaling protocols
for both the UNI and the NNI interfaces, and the routing protocol used by the ATM
switches. As we are mainly concerned by the endsystems in this thesis, we will only
briefly review the UNI signaling protocol. The ATM Forum NNI signaling and routing
protocols are specified in [For96b], but will not be further discussed in this thesis.

2.4.1 UNI signaling

The UNI signaling protocol is built upon the AALD service enhanced with a SSCS sublayer
containing the SSCOP [ITU94a| and the Service Specific Coordination Function (SSCF)
[ITU94b]. SSCOP provides a reliable delivery of the UNI signaling messages. For this,
SSCOP uses mechanisms such as flow control, error detection, retransmissions, etc. The
SSCF is used to map the particular requirements of the UNI signaling layer to the lower
layers.

The UNI signaling protocol is derived from the N-ISDN signaling protocol [ITU93b].
It relies on the reliable service provided by SSCF/SSCOP and allows an endsystem to
establish point-to-point and point-to-multipoints virtual connections through an ATM
network. For this, the UNI signaling protocol uses several types of variable-length mes-
sages. The UNI signaling protocol is only used at the UNI interfaces of the network ;
the establishment of virtual connections inside the network is usually done by another
protocol (e.g. the signalling part of P-NNI [For96b]). A typical establishment of a virtual
connection is depicted in figure 2.5. If the “Source” endsystem wants to establish a virtual
connection to the “Destination” endsystem, its signaling entity must first send a SETUP
message through its UNI interface. The SETUP message is sent on a well-known VCI that
connects the endsystem to the network-side of the UNI. The SETUP message may contain
several parameters, but the main ones are the address of the “Destination” endsystem,
the requested service category and the associated traffic contract (see chapter 3) and some
information for the layers above the ATM layers.
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The ATM Forum UNI signaling messages support two types of addresses. The first
type of addresses are the E.164 addresses that are assigned from the ISDN numbering
plan.The E.164 addresses will typically be used by ATM endsystems connected to public
networks. Besides the E.164 addresses, the ATM Forum UNI signaling protocol also
supports the “private ATM network addresses”. These addresses are modeled after the
OSI NSAP format and are 20 octets long. The high-order part (octets 1-13) can be
considered as the network part, while the low-order part (octets 14-20) can be considered
as the endsystem part. The high-order part can be divided in subfields to create several
levels of hierarchy and it may also contain an E.164 address [For93]. The 6 high-order
octets of the endsystem part usually contain a unique endsystem identifier (e.g. IEEE 48
bits MAC address) while the low-order octet is a selector that may be used internally by
the endsystem to distinguish different devices.

Unlike the telephone network, which was designed to support a single application,
B-ISDN was designed from the beginning as a multi-service network. This means that
B-ISDN must be able to support the requirements of a wide range of applications. When
an application requests the establishment of a virtual connection, it shall specify some
of its requirements as a requested service category and a traffic contract. Several service
categories have been defined by the standardization bodies :

e Constant Bit Rate (CBR)

e Variable Bit Rate (VBR)

Unspecified Bit Rate (UBR)

Guaranteed Frame Rate (GFR)

Available Bit Rate (ABR)
e ATM Block Transfer (ABT)
e Controlled Transfer (CT)

We will describe the different service categories and their associated traffic contracts
in chapter 3. The service category indicates to the network the type of “service” that
the user expects to receive on the established VC. Besides this information, the network
also needs more information on the amount of traffic that the user will transmit on this
VC. This information is contained in the traffic contract associated with the VC. A traffic
contract is associated with each direction of transmission in case of bidirectional virtual
connections, and the traffic descriptors used on the two directions may differ. The traffic
descriptor is conveyed in the ATM User Cell Rate, Broadband Bearer Capability and QoS
parameter information elements in the UNI 3.0 SETUP message.

Besides the remote address and the traffic descriptors, that are used by the ATM
network when establishing a virtual circuit, the SETUP message may also contain some
parameters that are transmitted transparently by the network. For example, the “AAL
parameters” information element is used to indicate the type of AAL protocol that will
be used on the VC (i.e. AAL1 or AAL3/4 or AAL5), but it is also used to negotiate some
parameters of the AAL layer between the source and the destination endsystem. When
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Figure 2.5: VC establishment with UNI signaling

AALS is selected, the source endsystem may also propose a maximum CPCS-SDU size
for the forward and the backward VCs.

When the SETUP message is received by the ATM switch connected to the “Source”,
it will acknowledge it by sending a CALL PROCEEDING message, and it will try to
find a route towards the “destination” endsystem. If enough resources are available to
establish the requested virtual circuit, the ATM switch will forward the VC establish-
ment request with the NNI signaling protocol [For96b] to the ATM switch connected to
the “destination” endsystem. If enough resources are available, this ATM switch will
send a SETUP message to the “destination” endsystem. This SETUP message will con-
tain the information found in the SETUP message sent by the “source” endsystem, as
well as the VPI/VCI label to be used for this VC. The “destination” endsystem may
acknowledge the SETUP message by sending a CALL PROCEEDING message. If the
“destination” endsystem accepts the VC establishment, it will send a CONNECT mes-
sage across its UNI. The “destination” ATM switch will forward the CONNECT message
to the source ATM switch, and confirm the establishment of the VC with a CONNECT
ACKNOWLEDGE message. The “source ATM” switch will send a CONNECT mes-
sage to the “source” endsystem, and this endsystem will respond with a CONNECT
ACKNOWLEDGE. At this time, the “source” endsystem may begin to transmit on the
newly established VC.

2.4.2 Usage Parameter Control

When ATM was designed during the 1980s, one of the major design decisions was that
congestion in the network should be avoided as much as possible. To avoid congestion
or at least to lessen it, it was decided to rely on an open-loop control mechanism. As
mentioned previously, when a user requests the establishment of a virtual connection, it
must specify the required service category and a traffic contract. Based on this traffic
contract, each ATM switch traversed by this virtual connection can verify whether it has
enough available resources to support the new connection without risking congestion or
jeopardizing other already established connections.

Once the virtual connection has been accepted and is established, the user is allowed
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to transmit at the rate specified by its traffic contract. If a misbehaving or malicious
user was transmitting at a higher rate than its traffic contract, it could cause congestion
inside the network and disturb other virtual connections. This is of course not acceptable,
especially in public networks. To avoid this problem, the ITU-T and the ATM Forum
specifications recommend the utilization of a Usage Parameter Control (UPC) to monitor
the cell low on VCs and VPs across the Public UNI.

The role of a UPC is twofold. First, the UPC must verify the validity of the VPI/VCI
of the ATM cells sent across the UNI. Second it must monitor the traffic entering the
network on established VCs/VPs and verify that the traffic contract is not violated. For
this, the UPC compares the arriving cell flow with an ideal cell flow of a reference user with
the same traffic contract. When a cell arrives at a UPC, it will be declared conforming
if it could have been generated by the reference user according to the traffic contract of
its VC. Otherwise, the arriving cell is declared non-conforming. If the cell is conforming,
it will be accepted inside the network. If it is non-conforming, the UPC may, at the
discretion of the network operator [ITU96c]| :

e accept the non-conforming cell unmodified in the network

e change the CLP bit of the cell from 0 to 1, if the non-conforming cell was a CLP=0
cell

e discard the non-conforming cell

The second option allows the UPC to accept non-conforming cells as low priority cells
inside the network. If the network is not congested, these low priority cells may reach
the destination, but if the network becomes congested, these low priority cells will be the
first cells to be discarded. In the case of SVCs, the network may also initiate the release
of this SVC if the amount of non-conforming cells is excessive.

2.5 The higher layers

The User and Control planes contain a rich set of protocols which provide similar services
as the layers 1-4 of the OSI reference model. Applications which rely only on these
protocols are often called “native ATM” applications. However, up to now, few “native
ATM?” applications have been developed or deployed. Today, and probably for the near
future, ATM is mainly used as a subnetwork technology which carries the traditional data
communication protocols (e.g. TCP/IP, IPX, Appletalk, APPN;, ...)

To efficiently support these data communication protocols, and TCP/IP in particular,
over ATM-based networks, three groups of solutions have emerged within the Internet
Engineering Task Force (IETF) and the ATM Forum. The solutions in the first group
are Classical IP over ATM and LAN Emulation. These two solutions mainly address the
issue of how to map an IP (resp. IEEE MAC) address onto the associated ATM Service
Access Point (ATMSAP) address used in the ATM subnetwork. They both rely on servers
to perform this mapping. The second group of solutions are the Next Hop Resolution
Protocol (NHRP) and Multi-Protocol over ATM (MPOA). These two solutions can be
considered as enhancements to Classical IP over ATM and LAN Emulation in the sense
that they try to better benefit from the capabilities of the underlying ATM network.
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More recently, several companies have proposed proprietary protocols to achieve a closer
integration between IP and ATM. These proprietary solutions could be considered as the
third group of solutions. The IETF is currently working on a new standard based on these
proprietary protocols. We will briefly discuss the main characteristics of these protocols
in the following sections.

2.5.1 Classical IP over ATM and LAN Emulation

Classical IP over ATM [Lau94] was defined by the IETF as a short term solution to
carry TCP/IP traffic over ATM networks. This solution considers the ATM network
as equivalent to a legacy LAN segment and is based on the concept of a Logical IP
Subnet (LIS). A LIS has the following characteristics :

e All the members of the LIS belong to the same IP subnet
e All the members of the LIS are attached to the ATM network

o All the IP traffic between the members of the LIS is carried on ATM VCs, but all
the traffic whose destination is outside the LIS must pass through a conventional
IP router which is part of the LIS, even if the destination is attached to the same
ATM network

e There is a mechanism to resolve the IP addresses into ATMSAPs

The requirement to use a conventional router for all the traffic whose destination is
outside the LIS is the main limitation of Classical IP over ATM. The main contribution
of Classical IP over ATM was the definition of a server-based mechanism to resolve the
IP addresses into ATMSAPs. In legacy LANs such as Ethernet, the resolution of the
IP addresses into the corresponding IEEE MAC addresses is performed by the Address
Resolution Protocol (ARP) which relies on the broadcast facility provided by these LANS.
As ATM does not provide such a broadcast facility, the classical ARP protocol could not
be reused. The IETF choose to use a server (the ATMARP server) to provide the address
resolution inside each LIS. Upon initialization, each LIS member establishes an ATM VC
to the ATMARP server of its LIS and registers the mapping of its IP address into an
ATMSAP. When a member of the LIS wishes to send IP packet to another member of the
LIS it first verifies if it has already established one ATM VC to the destination endsystem.
If so, the IP packet is transmitted on this VC. Otherwise, the ATMARP server is queried
to retrieve the ATMSAP corresponding to the destination of the packet and a direct ATM
VC is established once the ATMSAP address is known. This ATM VC is then used for
all the traffic between the two endsystems. The current IETF specifications [PMH"95]
suggest the utilization of the UBR service category (i.e. best effort service) for these ATM
VCs, but does not preclude the utilization of other service categories.

Besides the ATMARP server, Classical IP over ATM also recommends the utilization
of the LLC/SNAP encapsulation to carry network layer traffic, including TCP/IP, over
ATM [Hei93]. Another important point to mention is that the IETF has chosen a default
Maximum Transmission Unit (MTU) size of 9188 bytes (i.e. 192 ATM cells) for IP over
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ATM, although two endsystems may negotiate a different MTU via the ATM signalling
protocol.

While the IETF has concentrated its work on the support of IP, the ATM Forum has
chosen to define a service to emulate the service offered by the MAC layer in legacy LANs
such as Ethernet or Token Ring. This service is called LAN Emulation.

With LAN Emulation [For95], the endsystems implementing the LAN Emulation pro-
tocols are grouped in Emulated LANs. Each Emulated LAN contains three distinct
servers (the LAN Emulation (LANE) servers). These servers perform the functions re-
quired to emulate the MAC service provided by an Ethernet or a Token-Ring LAN. The
three LANE servers are the LAN Emulation Configuration Server (LECS), LAN Emula-
tion Server (LES) and Broadcast and Unknown Server (BUS). Upon initialization, each
endsystem attached to an Emulated LAN establishes an ATM VC to the LECS of this
Emulated LAN to retrieve the operational parameters of this Emulated LAN. The main
parameters are the type of Emulated LAN (Ethernet or Token Ring) which defines the
format of the frames sent in the Emulated LAN, the Maximum Data Frame size and the
ATMSAP address of the LES. The Maximum Data Frame Size is used because LAN Emu-
lation does not include a fragmentation mechanism. Thus all the endsystems attached to
an Emulated LAN must utilize the same maximum frame size. Four different maximum
data frame sizes are supported : 1516, 4544, 9234 and 18190 bytes. The BUS is used
notably to emulate the broadcast service.

The LES provides the resolution of IEEE MAC addresses into ATMSAP address.
After having contacted the LECS, an endsystem registers the mapping of its IEEE MAC
address into its ATMSAP address at the LES. Thus, the role of the LES is similar to
the role of the ATMARP server in Classical IP over ATM 2. When a member of an
Emulated LAN needs to communicate with another member of the Emulated LAN;, it
first retrieves the ATMSAP address of the other endsystem from the LES and establishes
an ATM VC to this endsystem. With LAN Emulation 1.0, this VC must use the UBR
service category. This limitation has been removed in LAN Emulation 2.0 [For97]. In
addition to supporting the other service categories, LAN Emulation 2.0 also allows the

LECS to distribute “suggested” service categories and traffic contracts to the members of
the Emulated LAN.

2.5.2 MPOA and NHRP

LAN Emulation and Classical IP over ATM discussed in the previous sections are suitable
for small networks, but they are not usable in large network. For larger networks, the IETF
and the ATM Forum have proposed two similar solutions : NHRP and MPOA. These two
solutions rely on the same basic idea, although NHRP is tailored for IP while MPOA aims
at supporting other network layer protocols than IP (e.g. IPX and Appletalk). Compared
to Classical IP over ATM and LAN Emulation, the main advantage of NHRP and MPOA
is that they allow the endsystems to establish direct ATM VCs outside the boundaries of
the LIS (resp. Emulated LAN). In this section, we only describe MPOA since NHRP is

2When IP is used in an Emulated LAN, the resolution of the IP addresses into the MAC address is
done with the ARP protocol, while the resolution of this MAC address into an ATMSAP is performed
by the LES.
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a part of MPOA (the reader interested by the details of the complete IETF solution is
referred to [LKP198]).

MPOA can be considered as an extension of LAN Emulation. Inside the Emulated
LAN, all the communications between the members of the LAN are done through the LAN
Emulation protocol. When an endsystem wishes to communicate with an endsystem which
resides in another Emulated LAN, it may use the MPOA services to directly establish
an ATM VC to this endsystem. Thus with MPOA all the traffic between two Emulated
LANs does not need to be forwarded by a bridge or a router as with LAN Emulation.
With MPOA, each Emulated LAN is served by an MPOA Server (MPS). The role of
this server is to map network layer addresses (e.g. IP address) in ATMSAPs. When an
endsystem wants to send some frames to another endsystem outside the Emulated LAN, it
requests its MPS to provide the resolution of the network layer address of the endsystem
into an ATMSAP address. The ATMSAP address provided through the MPS may be
either the ATMSAP address of the destination endsystem or the ATMSAP address of the
egress router which is closest (from a network layer routing protocol point of view) to the
destination endsystem. The resolution of the network layer address is either performed
directly by the MPS or by querying other MPSs. Once the source endsystem knows the
ATMSAP address which may be used to reach the destination endsystem, it can establish
an ATM VC to this address and send its traffic on this VC.

Like LAN Emulation 2.0, MPOA also supports other service categories than UBR.
When an endsystem requests the resolution of a network layer address to the MPS, it can
indicate in the request the preferred service category and traffic contract for the traffic
destined for this network layer address, and the ATMSAP returned by the MPS will be
accompanied by a preferred service category and ATMSAP for the destination address.
Thus, by configuring the endsystems and the MPS, a network manager can have some
control on how the service categories and the associated traffic contracts are used by
MPOA in his ATM network.

2.5.3 IP switching and related proposals

Classical IP over ATM, LAN Emulation, MPOA and NHRP have a common charac-
teristic : they all rely on the ATM Forum or ITU-T signalling and routing protocols
to establish the required ATM SVCs. These solutions have a common drawback when
considering large ATM-based IP networks. The first drawback is that the ATM Forum
signalling and routing protocols are rather complex and the current implementations can
only establish a limited number of VCs per second [NBM*97]. Another drawback is that
two different addressing schemes and routing protocols need to be maintained. To better
support IP traffic, several vendors [NMLH97, KNME97, ACMM97, RDR*97, WC98a]
have recently proposed to replace the ATM Forum signalling protocols by a much simpler
signalling protocol [ADF*98] and to use the classical IP routing protocols instead of the
P-NNI routing protocol. In addition, they also advocate to integrate the ATM switches
in the IP network by providing basic IP forwarding capabilities in each ATM switch.
The various proposals differ notably in how and when new ATM VCs are established.
Some proposals establish a new ATM VC after some amount of traffic has been forwarded
to a particular direction, while other proposals establish the ATM VCs solely based on
the information provided by the routing protocols. We will not discuss these details here
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since they are not relevant for this thesis. The important point to note is that while
the first proposals [NLM96] were only considering best-effort ATM VCs, there has been
recently a clear evolution towards ATM VCs with other service categories, and notably to
ATM VCs which are able to provide a minimum guaranteed bandwidth [NEH*98, VR98].
Many believe that one of the key benefits of using ATM to support IP traffic is that it
allows the network operator to have a fine control on the utilization of the resources in his
network. By carefully establishing ATM VCs in his network, the network operator can
ensure that his network is well balanced while providing the required QoS guarantees. In
this case, we expect that VCs with a minimum guaranteed bandwidth will be a key feature
to efficiently support IP traffic in ATM networks with the above mentioned protocols.

2.6 Deployment scenarios

In the previous sections, we have presented the main mechanisms and protocols which
compose the emerging ATM environment. Before studying in details the performance
of TCP/IP in this environment in chapters 4-8, it is useful to briefly discuss how ATM
networks are being and will probably be deployed in the next few years.

When considering ATM deployment scenarios, we have to distinguish two types of net-
works : the corporate and the public networks. By public network, we mean a metropoli-
tan or wide-area network built by a public network operator and which provides a service
to a large number of customers. These customers can be either individual users or corpo-
rate networks. By corporate network, we mean the internal network of a company which
is completely managed by this company. When the corporate network is composed of
several geographically distributed local or campus networks, these networks are typically
interconnected by using a service provided by a public network. We will first discuss the
corporate networks in section 2.6.1 and the public networks in section 2.6.2.

2.6.1 ATM deployment in corporate networks

There have been several driving forces for the deployment of ATM-based corporate net-
works. When the first commercial ATM switches and adapters appeared [BCS93], the
main advantage of ATM over the deployed LAN technologies (i.e. Ethernet and Token
Ring) was the high bandwidth supported by the ATM switches and adapters. With
ATM adapters and switches supporting 100 Mbps and then 155 Mbps links, ATM was a
promising alternative, from a pure bandwidth point of view, to Ethernet and Token Ring.
Compared with Fiber Distributed Data Interface (FDDI), the main advantage of ATM
was its switched nature which meant that ATM could support much larger networks, with
higher bandwidth links than a single FDDI ring.

Since the introduction of the first generation of ATM LAN equipment, the situation
has drastically changed. ATM is not anymore the only switched network technology.
Today, switches are available for the main LAN protocols, and often at lower prices than
ATM switches. On the other hand, the legacy LANs have been largely improved during
the last few years. The 100 Mbps version of Ethernet (FastEthernet) is now being widely
deployed and a standard for a Gigabit version of Ethernet has been recently ratified.
A 100 Mbps version of Token Ring is also being defined by the IEEE. Compared with
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ATM switches and adapters providing similar peak bandwidth, the FastEthernet switches
and adapters are usually much cheaper. This is one of the reasons why FastEthernet is
currently more often deployed than ATM. On the server side, 622 Mbps ATM adapters
and switches are available for some time, but they now have to compete with Gigabit
Ethernet switches and adapters. Thus, it is clear that the reason to deploy ATM in a
corporate LAN is not (at least anymore) to provide higher peak bandwidth to the desktop
systems and the servers.

A second driving force for the introduction of ATM in the corporate network are the
rich traffic management capabilities provided by ATM compared to the legacy LLANs.
These capabilities allow the ATM networks to support the Quality of Service (QoS) pa-
rameters required by real-time applications such as video-conferencing. However, the
network managers can also use these capabilities to better utilize their network resources,
especially on the wide area links and in the backbone. For example, the network manager
of a bank may ensure that critical business applications such as disk mirroring or trans-
action processing have always at least a minimum amount of resources in the network,
even during periods of congestion, and that the other less critical applications can utilize
the bandwidth left unused by the critical applications when these critical applications are

not active.
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Figure 2.6: A typical ATM-based corporate network

Based on the evolution of the networking technologies during the last few years, a
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typical corporate ATM-based network may look as in figure 2.6. In such a corporate
network, ATM is mainly used in the backbone. Most of the desktop endsystems are
connected to legacy networks such as Ethernet or fast Ethernet. These legacy networks
are attached to bridges or routers connected through ATM uplinks to the ATM backbone.
A small number of ATM endsystems are directly attached to the ATM backbone. These
endsystems are either high-end servers or server farms and desktop systems using specific
applications such as video-conferencing. If the corporate network is composed of several
geographically dispersed sites, the various subnetworks are interconnected with direct
ATM links or ATM VPs from a public ATM network.

2.6.2 ATM deployment in public networks

In public networks, the driving forces for the deployment of ATM are different in the
access and the core network. In the core network, the first and foremost driving force for
the deployment of ATM is the fact that it supports different services. In the past, public
network operators have traditionally deployed one separate network for each service (e.g.
the telephone network, the Telex network, the X.25 network, the frame relay network,...)
with few or no interconnection between these networks. Thanks to the traffic management
capabilities of ATM, the public network operators will be able to federate all these different
networks in a single multi-service ATM backbone while providing the same level of service
as if they were still supported by different networks. This is currently the main reason to
deploy ATM in the core of public networks. More recently, another driving force for the
deployment of ATM has been the requirement to support higher bandwidths.

In the access network, the main driving force for the deployment of ATM is the need
to provide which much higher bandwidth requirements than in the past. In the access
network, most of the recent technologies providing bandwidth of 1 Mbps or above such as
Digital Subscriber Line (DSL) or Hybrid-Fiber Coax (HFC) are used to transport ATM
cells. Since ATM is used in the access network, this is another reason to also use this
technology in the backbone.

When looking at TCP/IP, it can be expected that two major types of utilizations of the
ATM networks will be important in public networks : Virtual Private Networks (VPNs)
(e.g. used for LAN interconnection) and Internet access (for corporate and individual
users). Today, LANs are usually interconnected either via leased lines or via data networks
such as frame-relay. Compared with the leased lines, the main advantage of ATM is its
flexibility. The main advantage of a leased line is that it provides a transparent connection
between two sites at a fixed bandwidth. However, the cost of a leased line is often high,
especially for high bandwidth lines and furthermore any modification to the leased line
(e.g. bandwidth increase) requires the installation of a new physical circuit, which may
take several months. ATM is much more flexible. ATM can provide a service equivalent
to the leased lines with the CBR service category. If an ATM VC is used instead of
a leased line then the bandwidth of the VC can be easily changed when needed, either
through management for PVCs or through signalling for SVCs. Furthermore, a change in
the characteristics of the ATM VC only requires a small re-configuration of the devices
used to connect the LANSs to the public network. But ATM can also provide a better LAN
interconnection service with VCs with a minimum guaranteed bandwidth. The advantage
of this solution is that when there is no congestion inside the network, each VC may utilize
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a higher bandwidth than its minimum guaranteed bandwidth. The efficient utilization of
such VCs to carry TCP/IP traffic is the main subject of this thesis.

During the last years, the number of users connected to the Internet has increased
rapidly. Most of the individual Internet users currently use analog modems or ISDN
lines. While widely deployed, analog modems and ISDN lines provide a relatively low
bandwidth. Internet access, as well as telecommuting would greatly benefit from higher
bandwidth. It can be expected that, in the short term, many public network operators
will deploy ATM-based ADSL modems to provide a service with a much higher bandwidth
than ISDN for Internet access and telecommuters. We expect that the network operators
will want to provide different types of services (with different tariffs) for different users.
To work efficiently, a telecommuter will require some minimum guaranteed bandwidth
during the office hours. On the other hand, a casual Internet user will probably be very
happy with a low price best-effort service. In order to achieve a good utilization of its
links, the network operator would expect that the casual Internet user could benefit from
the bandwidth which is left unused by the telecommuter. However, the telecommuter
would also like to be able to benefit form a higher bandwidth when the network is lightly
loaded. An interesting way to support these two types of users is to provide a service
with different minimum guaranteed bandwidths but which allows the endusers to benefit
from unused bandwidth inside the network.

2.7 Conclusion

In this chapter, we have first summarized the main functions and protocols used to sup-
port TCP/IP in an ATM environment. We have then analyzed the possible deployment
scenarios for ATM in corporate and public networks. In both cases, we have shown that
the key benefits of ATM were its traffic management capabilities. We will discuss these
capabilities in more details in chapter 3. We have also shown that VCs with a minimum
guaranteed bandwidth were a key building block for corporate and public networks.



Chapter 3

The service categories

3.1 The evolution of the service categories

As explained in chapter 2, the initial work on B-ISDN was performed within the ITU-T
in the late eighties. From the beginning, B-ISDN was designed as a network to support
a wide range of possible application with various requirements. To support all these
applications, it was clear that the B-ISDN would have to be aware of, at least, some of
the requirements of each application. To achieve this, the ITU-T proposed to categorize
all the possible applications according to three criteria :

e the required bandwidth (constant or variable)
e the timing requirements (real-time or non-real-time)

e the connection-mode (connection-oriented or connectionless)

As explained in chapter 2, four service classes and the corresponding ATM Adaptation
Layers (AAL) have been defined based on the relevant values of these criteria (table 2.2).

In addition to the definition of one AAL for each service class, it was also necessary
to define how the network should behave to support the QoS requirement from each
service class. The first ITU-T recommendation [ITU93c] addressing this problem defined
a set of general procedures for traffic and congestion control but did not entirely support
the four service classes. This recommendation only supported VPs and VCs requiring a
constant bandwidth. This constituted the basis for what is now known as the Constant
Bit Rate (CBR) service category and will be discussed in details in section 3.2.

In November 1991, the creation of the ATM Forum by four computer companies
has accelerated the development of ATM and of the other service classes in particular.
The second major document produced by the ATM Forum [For93] defined not only the
support for applications with constant bandwidth requirements, but also the support
of applications with variable bandwidth requirement and also a new best effort service
which was expected to be similar to the service offered today on the Internet. These
two definitions are the basis for the Variable Bit Rate (VBR) and Unspecified Bit Rate
(UBR) service categories that will be discussed in sections 3.3 and 3.4. The ITU-T has
later incorporated the support for the VBR service category [ITU96c]|, but there are still
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ongoing discussions [SG198] on whether the ITU-T should explicitly support the best-
effort service defined in [For93] or not.

While the UBR service category was, and still is, widely used in ATM LANSs, the
members of the ATM Forum considered that it was not a sufficient solution to provide
a best-effort service in the long term. Shortly after the release of [For93|, the ATM
Forum started to work on a better than best-effort service under the name Available Bit
Rate (ABR). The ATM Forum spent a considerable amount of time to specify this new
service category whose definition appeared in [For96c| and that we will describe in details
in section 3.5.

In parallel to the work on ABR, the ATM Forum has continued to work on the various
service classes. The ATM Forum did not consider the “service class” model adopted
in the early ITU-T recommendations (table 2.2) as the appropriate way to define the
main requirements of the various applications that may benefit from the ATM networks.
Instead of this model, the ATM Forum chose to adopt a new service model proposed in
[Gar96]. This new service model first notes that the distinction between a connection-
oriented and a connectionless service is not really appropriate in pure ATM networks
since ATM is inherently connection-oriented. Then, it notes that the main distinction
between all the applications is whether they require a real-time treatment or not. For the
real-time applications, the ATM Forum has considered that their QoS requirements can
be expressed with three independent parameters :

e Peak-to-peak Cell Delay Variation (ppCDV)
e Maximum Cell Transfer Delay (maxCTD)
e Cell Loss Ratio (CLR)

The CLR is defined for a connection as CLR = st Cells .~ The maxCTD
is the (1 — «) quantile of the cell transfer delay for the cells on one connection and the
ppCDV is the (1 — ) quantile of the difference between the fixed cell transmission delay
and the maxCTD. We will not consider these QoS parameters in this thesis since we are
only concerned with non-real-time traffic.

For the real-time applications, the network shall not violate the QoS commitments
agreed at the establishment of the VC. To accommodate the applications with fixed and
variable bandwidth requirements, the ATM Forum has defined two (real-time) service

categories :

e Constant Bit Rate (CBR)
e realtime Variable Bit Rate (rt-VBR)

However, most applications do not have the same timing requirements as the real-
time applications. These applications can benefit from the three non-real-time service
categories defined in [For96¢] :

e Unspecified Bit Rate (UBR)

e non realtime Variable Bit Rate (nrt-VBR)
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e Available Bit Rate (ABR)

The ITU-T did not adopt the same model as the ATM Forum and, up to now at least,
ITU-T has been very reluctant to allow the endsystems to define precise QoS requirements
for the real-time applications for each VC. Instead, the ITU-T chose to define a small
set of QoS classes [ITU96b] where the values of several QoS parameters are specified
and from which the endsystem can choose. In addition to the CBR, VBR and ABR
service categories, the ITU-T has also defined a new service category called ATM Block
Transfer (ABT) which is suitable for both real-time and non-real-time applications. We
will describe it briefly in section 3.7.1.

Recently, the ATM Forum and the ITU-T have started to work on a new service
category called Guaranteed Frame Rate (GFR). This new service category is suitable
for the non-real-time applications. Its main characteristic is that it explicitly takes into
account the fact that most endsystems transmit AAL5-PDUs. It can be expected that
this new service category will become very important to support TCP/IP traffic in the
near future. We will describe it in details in section 3.6. In addition to GFR, the ITU-T
(but not the ATM Forum) has also recently been working on another service category
called Controlled Transfer (CT). This service category is only suitable for non-real-time
applications. We will describe it briefly in section 3.7.2.

3.2 The CBR service category

The Constant Bit Rate (CBR) service category is the simplest service category. Intuitively,
the CBR service category aims at offering a service similar to the service offered by the
Narrowband Integrated Services Digital Network (N-ISDN). In a N-ISDN network, calls
are established with a bandwidth of n x 64 kbps (usually 1 < n < 30). This bandwidth
granularity corresponds to the bandwidth required for a 4 kHz digital voice channel with 8
bits per sample. Inside a N-ISDN network, these 64 kbps channels are usually multiplexed
on higher bandwidth links with the Time Division Multiplexing (TDM) technique.

In a network such as N-ISDN, relying on TDM multiplexing, the bandwidth of a
channel can be expressed as the number of bits transmitted per second, or equivalently as
the number of bytes allocated to this channel per 125 usec slot. In an ATM network, the
unit of transmission is a 53 bytes long cell instead of a single byte, but similar expressions
can be used to define the bandwidth of a virtual circuit. The bandwidth allocated to
a virtual circuit can equivalently be expressed as a cell rate (i.e. the number of cells
transmitted during a period of one second), or as the interval between successive cells. The
“cells per second” expression is ambiguous, and thus cannot be used to define a precise
traffic contract used to determine the amount of resources required by the connection
inside the network. For example, a virtual circuit that sends 100 cells, then becomes idle
for almost one second will have the same “cells per second” rate as a virtual circuit which
sends exactly one cell every 10 milliseconds. These two virtual circuits do not require
the same resources (e.g. buffers) inside the network. To avoid this ambiguity, the ITU-T
and the ATM Forum have chosen to specify the rate of a connection as the inter-arrival
time between successive cells from the same connection. This inter-arrival time (or peak
emission interval) is used by the Generic Cell Rate Algorithm (GCRA) chosen by the
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ATM Forum and the ITU-T to unambiguously define a CBR traffic contract. The GCRA
uses two parameters :

e T : the peak emission interval
e 7 : the Cell Delay Variation Tolerance (CDVT)

T is the theoretical delay between successive cells and 7 is a bound on the allowed
variation of a cell flow from the theoretical arrival pattern. Two equivalent versions of
the GCRA are proposed in [For93] and [ITU93c|. Throughout this thesis, we will refer
to the Virtual Scheduling version of the GCRA, which can be expressed as shown in
figure 3.1. The peak emission interval used in the GCRA is derived from the Peak Cell
Rate (PCR) of the virtual connection expressed in cells per second as Trcr = ﬁ. The
CDVT depends on the characteristics of the physical layer used at the UNI, but also on
the expected amount of multiplexing at the UNI.

Cell Arrival at time %, :

if( tg < TAT — 7 )

{
/* non-conforming cell */
}
else
{
/* conforming cell */
TAT = maz(ty, TAT) + T;
}

TAT : Theoretical Arrival Time (for Peak Cell Rate)

Figure 3.1: Pseudo-code for the Generic Cell Rate Algorithm

Since the first release of the ITU-T [ITU93c| and ATM Forum [For93] specifications,
the CBR service category has been slightly modified. In the ATM Forum UNI 3.x spec-
ifications [For93] [For94al, the concept of service categories was not present, but three
different CBR traffic contracts were defined at that time (table 3.1).

The first traffic contract does not distinguish between CLP=0 and CLP=1 cells. How-
ever, it can be expected that only CLP=0 cells will be sent when this traffic contract is
used as charging is usually based on the PCR of the contract and CLP=1 cells have a
higher probability of loss in case of congestion inside the network. The second and third
traffic contracts define a PCR for the CLP=0+1 cell flow and a PCR for the CLP=0
cell flow. In these two traffic contracts, PCRy < PCRy.1, and PC Ry correspond to the
fraction of the total traffic that carries CLP=0 cells. These two traffic contracts allow the
endsystems to transmit both CLP=0 and CLP=1 cells. The only difference between the
second and the third traffic contracts is that with the second traffic contract, the UPC
may tag the non-conforming CLP=0 cells.

The first traffic contract of table 3.1 can be enforced by the GCRA shown in figure 3.1.
The second and third traffic contracts of table 3.1, can be enforced by two GCRAs op-
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Table 3.1: The three CBR traffic contracts in UNI 3.x

Peak Cell Rate for the CLP=0+1 cell flow (PCRy+1)
Cell Delay Variation Tolerance for PCRyy1 (7041)
Peak Cell Rate for the CLP=0 cell flow (PCRy)

Cell Delay Variation Tolerance for PCRy (1)

Peak Cell Rate for the CLP=0+1 cell flow (PCRy1)
Cell Delay Variation Tolerance for PC Ry1(To+1)
Tagging of the non-conforming cells is requested
Peak Cell Rate for the CLP=0 cell flow (PCRy)

Cell Delay Variation Tolerance for PC Ry (7o)

Peak Cell Rate for the CLP=0+1 cell flow (PCRy+1)
Cell Delay Variation Tolerance for PC Ry, 1 (7941)
Tagging of the non-conforming cells is not requested

erating in parallel (one on the CLP=0 cell flow and the other one on the CLP=0+1 cell
flow).

While the CBR traffic contracts contain a cell delay variation tolerance parameter
associated to each Peak Cell Rate, the UNI signaling protocols [For93, For96a] do not
contain any information element to convey its value. In a real network, the CDV tolerance
is usually chosen by the network operator as a function of the Peak Cell Rate (see for
example the function used by the Swiss ATM Pilot cited in [JBLC96]). As the CDV
tolerance is a margin allowed by the network on the traffic sent by the endsystem across
the UNI, it seems natural to prohibit the endsystem from requesting a particular CDV
tolerance for each VC. However, the enduser is usually not informed about the CDV
tolerance chosen by the network operator and the UNI signaling protocols are not able to
convey this information back to the endsystems.

The latest ATM Forum specifications on traffic management [For96c] and signaling
[For96a] have slightly changed the definition of the CBR service category. The main
modification is that the CBR traffic contracts involving PC' Ry, and PCR, defined in
ATM Forum UNI 3.x are not supported by the latest Traffic Management specification.
This specification only supports one type of CBR traffic contract (named CBR.1 - table
3.2). The two other CBR traffic contracts that were supported by UNI 3.x are not
anymore supported by the latest Traffic Management specification [For96¢|, and the UNI
4.0 signaling protocol [For96a] only supports them for backward compatibility reasons.

Table 3.2: The CBR.1 traffic contract

Peak Cell Rate for the CLP=0+1 cell flow (PCRg,1)
Cell Delay Variation Tolerance for PC Ry, 1 (7941)

While the first release of ITU-T recommendation 1.371 [ITU93c]| was aligned with ATM
Forum UNI 3.x, there are several differences between the latest release of ITU-T 1.371
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[ITU96c| and the latest ATM Forum specifications concerning the CBR service category .

Like [For96¢|, [ITU96¢] does not support the CBR traffic contracts where both PC'Rg4
and PCRy are specified. [ITU96c]| still supports the traffic contract where only PC Rg 4 is
specified, but it supports an additional traffic contract. This new traffic contract specifies
a PCR and its associated CDV tolerance for the CLP=0+1 user cell flow and a PCR and
its associated CDV tolerance for the OAM cell flow. This kind of traffic contract is not
supported by the ATM Forum specifications.

3.3 The VBR service category

The CBR service category, discussed in the previous section is mainly suitable for appli-
cations requiring a constant amount of bandwidth for the whole duration of the virtual
circuit. These applications include leased line emulation or uncompressed voice or video
over ATM [For96¢]. However, many applications do not have such strong bandwidth re-
quirements. For example, the instantaneous bandwidth requirement of applications such
as compressed voice or video usually varies during the connection from low values when
few signal is transmitted (e.g. voice with silence suppression) to high values during short
periods of time (e.g. during a scene change with compressed video) although the long
term average bandwidth is much smaller than the peak bandwidth. Furthermore, most
data applications (e.g. world wide web, NFS, ftp, email, ...) behave as ON-OFF sources.
During the ON period, they usually try to utilize as much bandwidth as available, but
they may be idle during long periods of time.

Among these applications, critical applications such as transaction processing (e.g.
financial or banking transactions) or monitoring of real-time processes may desire to have
some minimum amount of reserved bandwidth so that they always transmit a minimum
amount of data, even when the network is heavily loaded. While these applications could
rely on the CBR service category, this would produce a large waste of resources inside
the network. With the latest CBR traffic contracts, this would also mean that those
applications would not be able to transmit at a higher rate than the negotiated PC Ry,
even when the network is lightly loaded.

To fulfill the needs of these applications, the ATM Forum has introduced the Variable
Bit Rate (VBR) service category in the UNI 3.0 specification [For93]. Intuitively, the
VBR service category allows an endsystem to reserve some average amount of bandwidth
inside the network, while still being allowed to transmit at a higher rate during short
periods of time. More precisely, the VBR traffic contract is composed of five parameters :

e Peak Cell Rate (PCR)
e Cell Delay Variation of the Peak Cell Rate (7pcr)

e Sustainable Cell Rate (SCR)

! There are several differences between the terminologies used by the ATM Forum and the ITU-T. For
example, CBR is called DBR, (Deterministic Bit Rate) by the ITU-T recommendations. To avoid changes
of terminology throughout the thesis, we have chosen to always use the ATM Forum terminology even
when describing mechanisms supported only by the ITU-T.
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e Cell Delay Variation of the Sustainable Cell Rate (Tscr)

e Maximum Burst Size (MBS)

The PCR and its associated CDV tolerance have the same meaning as with the CBR
service category. The SCR corresponds intuitively to a long-term average cell rate and
the MBS corresponds to the largest burst of cells than can be emitted at the PCR.
Formally, a VBR traffic contract is defined by two GCRAs. The first one (GCRA(T=1/PCR,r =
Tpcr)) specifies the conformance with the PCR part of the traffic contract. The confor-
mance to the SCR and MBS parts of the traffic contract are also defined by a GCRA.
This GCRA uses an emission interval of 1/SCR, and a CDV tolerance (7s) defined as
[For93] :

1 _L)
SCR PCR

TSZTSCR+(MBS—1) X( (31)

It can be shown by an inspection of figure 3.2 that with parameters computed as
in equation 3.1, GCRA(T=1/SCR,m = 75) will accept a burst of MBS cells sent at the
PCR as conformant with the traffic contract. It can also be shown [For93] that over an
interval of length ¢, the number of cells emitted with a spacing of at least 7" and still in
conformance with the second GCRA is bounded by :

t+7’5

N(t) <min(|1+
Tscr

Jo e+ 7)) (32

The first part of equation 3.2 applies for long periods of time (¢ > MBS x T) while
the second part of this equation applies for short periods of time. These two GCRAs are
associated as shown in figure 3.2.

The ATM Forum UNI 3.x specification [For93] and the latest ITU-T 1.371 recommen-
dation [ITU96¢| support three different VBR conformance definitions (table 3.3). These
three conformance definitions differ in their respective support for CLP=0 and CLP=1
cells. With the VBR.1 conformance definition, all the parameters of the traffic contract
are applicable to the CLP=0 and CLP=1 cells. In this case, the endsystem can send cells
at PCR, but only if the burstiness of its cell flow is bounded by GCRA(1/SCR, 75). With
the VBR.2 conformance definition the CLP=0 cell flow is bounded by GCRA(1/SCR, 7s)
but the endsystem is allowed to send CLP=1 cells in excess (provided that the CLP=0+1
cell flow is bounded by GCRA(1/PCR, tpcr)). With the VBR.3 conformance definition,
the endsystem is allowed to send CLP=0 cells at PCR and the UPC at the ingress of
the network will tag the cells which are declared non-conformant by GCRA(1/SCR,7s).
With the VBR.2 and VBR.3 conformance definitions, the CLP=1 cells will be carried on
a best-effort basis inside the network.

The main advantage of the VBR.2 and VBR.3 conformance definitions over the VBR.1
conformance definition is that they allow the endsystem to have some minimum guaran-
teed bandwidth (defined by GCRA(1/SCR, 75)) while still being able to benefit from the
available bandwidth inside the network on a best-effort basis.
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Cell Arrival at time %, :

if( t, <TATpcr — TPCR )

{
/* non-conforming cell for PCR */
}
else
{
/* conforming cell for PCR */
TATpcr = maz(te, TATpcr) + Trcr;
if( to, <TATscr— 75 )
{
/* non-conforming cell for SCR or MBS */
}
else
{
/* conforming cell for SCR and MBS */
TATscr = maz(te, TATscr) + Tscr;
}
}

Figure 3.2: Pseudo-code for the VBR GCRA

Table 3.3: The three VBR conformance definitions in UNI 3.x

VBR.1 | Peak Cell Rate for CLP=0+1 cell flow (PCRy+1)

Cell Delay Variation Tolerance for PCRyt1 (TpcRyy,)
Sustainable Cell Rate for CLP=0+1 cell flow (SCRy+1)
Maximum Burst Size for CLP=0+1 cell flow (M BSy1)
VBR.2 | Peak Cell Rate for CLP=0+1 cell flow (PCRy41)

Cell Delay Variation Tolerance for PCRo;1 (TpcRyy,)
Sustainable Cell Rate for CLP=0 cell flow (SC Ry)
Maximum Burst Size for CLP=0 cell flow (M BS))

Tagging of the non-conforming cells by the UPC is not requested
VBR.3 | Peak Cell Rate for CLP=0+1 cell flow (PCRy41)

Cell Delay Variation Tolerance for PCRy11 (TpcRry,,)
Sustainable Cell Rate for CLP=0 cell flow (SCRy)
Maximum Burst Size for CLP=0 cell flow (M BS))

Tagging of the non-conforming cells by the UPC is requested

3.4 The UBR service category

The Unspecified Bit Rate (UBR) service category tries to provide a service equivalent to
the best-effort service of today’s Internet in ATM networks. As such, the UBR service
category is mainly suited for data applications built above protocols such as TCP/IP.
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In fact, most of today’s ATM LANs rely exclusively on this service category. The main
advantage of the UBR service category over the other service categories is that it does not
require any particular behaviour from the endsystems. With the UBR service category,
the endsystems usually do not have to take special precautions to fulfill a precise traffic
contract unlike with the CBR and VBR service categories. From an implementation
point of view, the UBR service category is the easiest service category to support in the
endsystems.

It should be noted that, like the best-effort IP service, the UBR service category does
not provide any guarantee at all. This means that when an endsystem transmits some
cells on a UBR VC, it can only hope that these cells will eventually reach their destination.
This is due to the fact that when a switch providing the UBR service category is congested,
the only mechanism it can use is to discard cells. The UBR service category does not
define any access control or congestion control mechanism, and it explicitly assumes that
if congestion occurs inside the network, congestion collapse will be avoided by the upper
layer protocols such as TCP. Up to now, the UBR service category has been mainly used
in ATM LANs where there is usually plenty of available bandwidth (and thus congestion
is usually not very severe).

3.4.1 The UBR service category in the standards

The first standard to support what became later the UBR service category was [For93].
In this document, the UBR traffic contract is similar to one of the CBR traffic contracts.
When establishing a UBR VC, the only traffic related parameter that an endsystem has
to specify is the Peak Cell Rate for the CLP=0+1 (PC Ry, 1) cell flow for each direction of
the VC. In addition to these traffic related parameters, the endsystem must also indicate
that it requires a best-effort service for this VC.

While [For93] does not contain any particular requirement concerning the UPC for
best-effort VCs, it is implicitly expected that no policing will be performed on UBR VCs.
Furthermore, the PC' Ry, specified when establishing a best-effort VC is usually set to
the physical line rate of the endsystem [PMH"95] and in this particular case all the traffic
sent by the endsystem on the best-effort VCs is by definition in conformance with the
traffic contract.

In [For96¢|, the best-effort VCs were replaced by the UBR service category and two
conformance definitions were specified. Both conformance definitions use the Peak Cell
Rate for the CLP=0+1 cell flow (PCRy, ;) as their traffic contract, but they differ in the
handling of the CLP bit by the network. The UBR.1 conformance definition corresponds
to the best-effort VCs defined in UNI 3.0. It does not allow the network to modify the
CLP bit of the cells on a UBR VC, while the UBR.2 conformance definition allows the
network to tag any CLP=0 cell. The UBR.2 conformance definition was mainly introduced
for some legacy switches which require the same explicit identification for the UBR cells
as the low priority cells from VBR VCs. It should be noted that the tagging done in
accordance with the UBR.2 conformance definition is not due to some non-conformance
with some part of the traffic contract as in with VBR.3 conformance definition. The two
UBR conformance definitions are summarized in table 3.4
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Table 3.4: The UBR.1 and UBR.2 conformance definitions

Conformance definition | PC'Ry,; | Network tagging
UBR.1 specified | not applicable
UBR.2 specified applicable

3.4.2 The UBR service category and TCP/IP

When the first ATM Forum implementation agreement supporting the best-effort VCs
appeared [For93], most ATM switches had a common characteristic. They used small
buffers and buffers for a few tens or a few hundred cells per physical port were common.
At that time, in most of the experimental ATM LANs, the main performance issue was
how to utilize the large amount of bandwidth available in the ATM network since the
available workstations and ATM adapters could only transmit and receive at a much
lower rate than the line rate which connected them to the ATM network [MKK94]. In
fact, when losses occurred, they mainly occurred at the receiving workstation and the
ATM switches were rarely congested. However, some simulation studies revealed that
if the workstations were able to saturate their ATM links, the overall performance of
TCP in these ATM networks would be very low [RF94]. Two major causes for the low
performance of TCP in such an environment were identified. The first problem was the
small amount of buffers in the ATM switches. With a default packet size of 9188 bytes
(192 ATM cells) for IP over ATM, an ATM switch with 256 cells of buffer per port had
only enough memory to store one maximum-sized IP packet. This is not enough for the
window-based congestion control mechanism used by TCP.

A second reason for the low performance of TCP in these ATM networks is the seg-
mentation of a large TCP packet in a large number of ATM cells. When an ATM switch is
congested and its buffers are full, it has to discard ATM cells. However, when the conges-
tion is due to the fact that several large AAL5-PDUs are received at the same time in the
switch, then the switch may have to discard several cells from each AAL5-PDU. This may
create a waste of resources, since once a cell has been discarded from an AAL5-PDUs, all
the cells that compose the entire AAL5-PDU are useless for the destination endsystem.

To minimize this problem, two simple modifications to the ATM switches have been
proposed in [RF94]. The first modification, called Partial Packet Discard (PPD) requires
the ATM switch to store some additional state information (one bit) for each VC. With
PPD, when a switch has been forced to discard a cell from one AAL5-PDU due to an
overflow of its buffers, it must continue to discard the remaining cells of this AAL5-PDU,
except the last cell which is used for frame delineation. The main drawback of this solution
is that cells from incomplete AAL5-PDUs are still transmitted uselessly in the network.

The second modification proposed in [RF94] is called Early Packet Discard (EPD).
With EPD, an ATM switch tries to always discard entire AAL5-PDUs when it is con-
gested. EPD works as follows. Each switch buffer uses a threshold whose value is smaller
than the total buffer size. When the buffer occupancy is smaller than this threshold, all
the arriving cells are accepted inside the buffer. When the buffer occupancy is above this
threshold, the last cells of the “old” AAL5-PDUs are still accepted inside the buffer, but
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the cells from any new AAL5-PDU are discarded. Once a cell has been discarded from an
AAL5-PDU, all the cells of this AAL5-PDU are discarded. A switch which implements
EPD must maintain two bits of context memory for each VC.

The simulations reported in [RF94] have had a profound impact on the ATM switches
used to carry TCP/IP traffic. Today, most ATM switches contain at least several thou-
sands of cell buffers per port and some contain even more buffers. In addition, the EPD
and PPD mechanisms are now very common and the latest ATM Forum signalling protocol
[For96a] allows the endsystems to request the ATM switches to enable these mechanism
on a per-VC basis.

Since then, a large number of researchers have studied the performance of TCP over
ATM networks providing the UBR service category. Several other packet discard mecha-
nisms [LSTT96a, WSR97, LNO96, HK98, RBL98] have been proposed to improve, notably,
the fairness of EPD and PPD.

3.5 The ABR service category

The major drawback of the UBR service category is that it assumes that if congestion
occurs, the upper layer protocols will be able to prevent a complete congestion collapse.
While this assumption might be acceptable in lightly loaded and carefully managed net-
works where all the traffic is “controlled” by a protocol such as TCP which includes
some congestion control mechanism, it is clear that this assumption is at least question-
able when the upper layer protocols (e.g. UDP) do not include any congestion control
mechanism or in public networks. To resolve this problem, the ATM Forum has worked,
during several years, on the definition of a better best-effort service than the UBR service
category. This new service class relies on a special congestion control mechanism which
operates in the ATM layer.

Several congestion control mechanisms have been studied by the Traffic Management
working group of the ATM Forum. Two main classes of mechanisms were proposed.
The rate-based mechanisms [BF95| adapt the rate of transmission of the endsystems as
function of the feedback received from the network. The credit-based mechanisms [KM95]
rely on a window-based protocol which is used on each link to ensure that no cells are
lost due to a buffer overflow in the switches or the endsystems. After many discussions,
the Traffic Management working group of the ATM Forum finally opted for the rate-
based mechanisms [BF95]. However, instead of a single congestion control mechanism,
they chose to define a framework which supports different rate-based congestion control
mechanisms. This congestion control framework is the main characteristic of the ABR
service category.

3.5.1 The ABR rate-based congestion control framework

The ABR congestion control framework allows several congestion control mechanisms to
be implemented. All these congestion control mechanisms have several common charac-
teristics. The first one is that they operate in the ATM layer. The second one is that
they modify the transmission rate of the endsystems in response to the feedback received
from the network.
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In the ABR congestion control framework, the feedback information is carried in spe-
cial cells called the Resource Management (RM) cells. These cells are used to establish a
feedback loop from the source endsystem to the destination endsystem and back via all
the intermediate ATM switches. The flow of RM cells is shown graphically in figure 3.3.

Forward data cell Forward RM cell
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Source $ Destination

Backward RM cell

Feedback loop >

Figure 3.3: The flow of data and RM cells

The flow of RM cells is established as follows. The source endsystem sends one RM
cell every NRM cells (the default value for NRM is fixed at 32 in [For96¢|). These RM
cells follow exactly the same path as the normal cells. When an ATM switch receives
an RM cell, it may modify some fields of this cell in order to indicate its current level
of congestion. When the RM cells reach the destination endsystem, they are sent back
to the source endsystem, possibly after the modification of some fields of the RM cell if
the destination endsystem itself is congested. These RM cells may again be modified by
all the intermediate ATM switches on their way back to the source endsystem. The RM
cells which are generated by the source endsystem are called forward-RM cells until they
reach the destination endsystem and backward-RM cells when they are returning to the
source endsystem.

The ABR congestion control framework supports two major modes of operation : the
binary and explicit-rate modes. In binary mode, the network uses two bits to indicate
whether it is congested or not and the endsystems adapt their transmission rates based
on this feedback and according to predefined rules [For96c|. In explicit-rate mode, the
network indicates in the RM cells the rate at which the endsystems should transmit. The
ABR congestion control framework allows both modes to be used at the same time.

When operating in binary mode, a congested ATM switch may indicate its current
congestion level in several ways. The first possibility is to set the Explicit Forward Conges-
tion Indication (EFCI) bit in the header of the data cells on the VCs which are responsible
for the current congestion. When the destination endsystem receives data cells it has to
keep track of the value of the last received EFCI bit, and when it returns a backward RM
cell to the source endsystem, it must set the Congestion Indication (CI) bit in this RM
cell if the last received data cell had its EFCI bit set. A second possibility for an ATM
switch? to indicate its congestion level is to modify the CI or No Increase (NI) bits on the
forward or backward RM cells of the VCs that are responsible for the congestion.

The role of these two bits can be intuitively described as follows. The CI bit is set by

2This is also applicable for the destination endsystem when it is itself congested.



3.5 The ABR service category 37

an ATM switch to indicate that it is congested and that the sources must reduce their
transmission rate. The NI bit is set by an ATM switch to indicate that the sources should
not increase anymore their rate, otherwise the switch will become congested. When a
source endsystem receives a backward RM cell, it must examine the value of these two
bits and possibly modify its transmission rate. If the CI bit is set, the endsystem must
reduce its transmission rate. The rate decrease is performed according to equation 3.3,
where the Rate Decrease Factor (RDF) is a parameter which is negotiated at connection
establishment.

rate = rate x (1 — RDF) (3.3)

If the CI bit is not set, then the rate modification depends on the value of the NI bit.
If the NI bit is set, then the source should not modify its transmission rate. If the NI bit
is not set, then the source is allowed to send at the rate given by equation 3.4 where the
Rate Increase Factor is a parameter which is negotiated at connection establishment.

rate = rate + RIF x PCR (3.4)

In addition to the CI and NI bits, the RM cells contain another important field called
Explicit Rate (ER). When a source sends a forward RM cell, it must place in this pa-
rameter the rate at which it is willing to transmit®. All the switches (and the destination
endsystem) must verify the ER field of all the in transit RM cells. If some intermedi-
ate switches or the destination endsystem cannot allow the VC to transmit at the rate
indicated by the ER field, they should reduce it to a lower value. Upon reception of a
backward RM cell, a source endsystem must first modify its transmission rate according
to the value of the NI and CI bits (equation 3.3 or 3.4) and then it must take into account
the value of the ER field (equation 3.5). This ensures that both binary and explicit-rate
mode switches may coexist in the same network.

rate = min(min(rate, ER), PCR) (3.5)

A complete description of the ABR congestion control framework, with a detailed
explanation of the source, switch and destination behaviours would be outside the scope
of this thesis, but the interested reader is referred to [BF95], [For96¢c| or [JKGF96].

3.5.2 The ABR traffic contract

The ABR traffic contract is the most complex traffic contract currently defined in [For96c].

It is composed of two types of parameters. The traffic related parameters are directly

associated with the flow of ATM cells, but are independent of the ABR congestion. The

other parameters are directly associated with the ABR congestion control mechanism.
The traffic-related parameters of the ABR traffic contract are :

e Peak Cell Rate (PCR) and associated Cell Delay Variation Tolerance (Tpcr)

e Minimum Cell Rate (MCR) and associated Cell Delay Variation Tolerance (7aycr)

3Tt can be expected that this rate will often be equal to the PCR in practical implementations.
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The PCR has the same meaning as with the other service categories. The MCR
corresponds to the minimum amount of bandwidth which is reserved for the VC in the
ATM network. When providing a classical best-effort service, the MCR shall be set
to zero, but it may be set to a much higher value when some minimum bandwidth is
required. When the MCR is larger than zero, the endsystem is assured of always being
able to transmit at least at this rate, independently of the feedback received from the
network?.

The ABR congestion control mechanisms are characterized by several parameters
whose value may be negotiated or signalled at connection setup. These parameters are :

e Initial Cell Rate (ICR)

e Rate Increase Factor (RIF)

e Rate Decrease Factor (RDF)

e Transient Buffer Exposure (TBE)

e Fixed Round-Trip Time (FRTT)

e NRM which fixes the frequency of the RM cells
e Time between RM cells (TRM)

e Allowed Cell Rate Decrease Time Factor (ADTF)
e Cutoff Decrease Factor (CDF)

The first four parameters are negotiated at connection establishment time between the
endsystems and the network. The ICR is the rate at which the endsystem can transmit
before receiving feedback from the network. The ICR value on each VC is a compromise
between the endsystem’s desire of a high ICR for bursty applications and the network
desire of a low ICR to avoid uncontrolled transmission as much as possible. The RIF and
RDF are used by the endsystems when they receive binary feedback from the network.
The TBE corresponds to the maximum number of cells that the network is able to buffer
during the startup phase of the VCs (i.e. before the RM loop has been established).
The FRT'T is a lower bound on the time required to receive an RM cell back at the
source endsystem. It includes all the fixed delays (i.e. propagation and switching delays),
but not the possible queueing delays. The FRTT is accumulated by all the switches on
the path of a VC during connection establishment. It is used to compute notably the
maximum ICR for the VC (after the establishment of the connection, the ICR is set to
ICR = max(ICRyegotiated; T BE/FRTT)). The last four parameters have default values,
but may optionally be negotiated. NRM is the number of cells that an endsystem may
send for each forward RM cell. Its default value is 32. TRM provides an upper bound on
the time between two forward RM cells. It implies that, when it is active, a source must
send at least one forward RM cell every TRM seconds. The ADTF and CDF are used to
define how the endsystem shall decrease its transmission rate down to ICR if the flow of
backward RM cells is interrupted at some time.

4With a non-zero MCR, equation 3.5 becomes rate = min(maz(MCR, min(rate, ER)), PCR), pro-
vided that MCR < PCR .
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3.5.3 The ABR conformance definition

As with the other service categories, a conformance definition is necessary for the ABR
traffic contract. For the ABR traffic contract, the conformance definition is composed
of two parts. The first part is the conformance to the PCR,CDVTpcg part of the
traffic contract. This part is defined, as usual, by GCRA(1/PCR,CDVTpcr). The
second, and most important, part of the conformance definition defines the conformance
of the cell flow sent by an endsystem with the feedback received from the network. This
conformance definition relies on the Dynamic-GCRA (D-GCRA). In the standard GCRA,
the conformance of the cell flow is verified by comparing the arrival time of each cell with
a theoretical arrival time which is incremented by the peak emission interval for each
conforming cell. The D-GCRA is derived from the GCRA. The main difference between
the GCRA and the D-GCRA is that in the D-GCRA the “theoretical arrival time” is
incremented by a “current emission” interval which reflects the feedback received from
the network. This “current emission interval” may potentially change for every ATM cell.
We will use I(k) in the remainder of this section for the “current emission interval” for
the k™ ATM cell. When I(k) is constant, the D-GCRA is equivalent to the GCRA.

Several algorithms have been proposed to compute I(k). These algorithms update
I(k) to reflect the backward RM cells received from the network. The update of I(k) must
take into account the delay between the location of the conformance definition and the
endsystem. For example, let us consider the situation depicted in figure 3.4. In this case,
there is a non-zero propagation delay d between the location of the conformance definition
and the ABR source. This delay implies that the D-GCRA must wait some time before
applying a rate increase or rate decrease received in a backward RM cell.

Public network
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Figure 3.4: Example configuration with ABR conformance

To understand the impact of this non-zero delay, let us consider that a source is trans-
mitting at rate R and that a backward RM cell instructs the source to transmit at a rate
R/2 (figure 3.5). This backward RM cell is first received by the conformance definition.
If the conformance definition used immediately the lower rate in the D-GCRA, then some
cells would be declared non-conforming. This is not desirable since the source is behaving
correctly. To cope with the propagation delay between the conformance definition and the
source and the time to process the RM cell by the source, the conformance definition will
wait some time before using the lower rate in its D-GCRA. The standardization bodies
have chosen to use two different delays in this case : 7, in case of a rate decrease and 73
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in case of a rate increase. The reader interested in the detailed algorithms to compute
I(k) is referred to [For96¢c] and [ITU96c].

Source ABR conformance
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Figure 3.5: Impact of a non-zero delay between the conformance definition and the ABR
source

An important point to note concerning the ABR conformance definition and the com-
putation of I(k) is that the algorithms specified in [For96¢| and [ITU96c| only utilize the
ER field of the received backward RM cells to compute I (k).

3.5.4 Virtual Source/Virtual Destination

In addition to the mode where there is a single ABR control loop between the source
and the destination endsystem, the ABR specification also supports Virtual Sources (VS)
and Virtual Destinations (VD). These VS and VD implement the source and destination
endsystem specification defined in [For96c|, but inside ATM switches. By using these
VS and VD, a network operator can break long ABR control loops to improve their
efficiency or to isolate different parts of his network (figure 3.6). A VD receives the
forward RM cells and returns them as backward RM cells and transmit the data cells to
its corresponding VS in the same switch. A VS transmits the data cells received from
the corresponding VD, generates forward RM cells and shapes its cell flow according to
the feedback received in the backward RM cells. In addition, there are some interactions
between the corresponding VS and VD in the same switch so that if a VS becomes
congested the corresponding VD may reduce the ER in the backward RM cells returned
to the upstream nodes.
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Figure 3.6: ABR Virtual Source/Virtual Destination

3.6 The GFR service category

The Guaranteed Frame Rate (GFR) service category is one of the most recent ATM
service categories. It was first proposed in December 1996 [GH96] and became quickly
very popular. GFR is now being actively studied by both the ATM Forum and the I'TU-T.
It can be expected that the GFR service category will be part of the next releases of the
ATM Forum Traffic Management specification and of the ITU-T 1.371 recommendation.

The main motivation for the introduction of this new service category was to provide
a service which is as easy to use as the UBR service category for the endsystems while still
providing bandwidth guarantees. In [GH96], the promoters of the GFR service category
have argued that for most deployed endsystems, the only really usable service category
defined in [For96c] was the UBR service category because these endsystems either are
directly connected to the ATM network, but with an ATM adapter which does not provide
the shaping mechanisms required by the CBR, VBR and especially ABR service categories
or are not attached directly to the ATM network. In the latter case, which corresponds
to most of today’s corporate networks, the endsystems are fitted with Ethernet or Token-
Ring adapters and are connected through intermediate systems (i.e. bridges or routers)
to the ATM network. For these endsystems, the guarantees offered by the ATM network
are completely hidden by the intermediate system.

The GFR service category keeps the simplicity of the UBR service category (from the
endsystem’s point of view) by allowing the endsystem to always transmit cells at the line
rate of their ATM adapter. Another important feature of the GFR service category is
that since almost all the data traffic is AAL5-based, GFR takes the specific requirements
of AAL5 into account. The GFR service category requires the network elements to be
aware of the AAL5 PDU boundaries and to discard entire AAL5-PDUs when congestion
occurs. Such a strong requirement was not included in the UBR service category, although
it is also mainly used for AAL5-based traffic. Another important difference between the
GFR service category and the UBR service category is that the GFR service category
allows the user to reserve some bandwidth, for each GFR VC, inside the network. This
means that the user is assured that he will always be able to transmit at a minimum rate
without losses. On the other hand if the network is not congested, the user will be able
to transmit at a higher rate. As discussed in chapter 2, the provision of such a minimum
bandwidth is very useful in several situations.

More precisely, the GFR traffic contract [Ken98] is composed of four main parameters

e Peak Cell Rate (PCR) and associated Cell Delay Variation Tolerance (Tpcr)
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e Minimum Cell Rate (MCR) and associated Cell Delay Variation Tolerance (Tacr)
e Maximum Burst Size (MBS)
e Maximum Frame Size (MFS)

The PCR has the same meaning as with the UBR service category : it is the maximum
rate at which the endsystem is allowed to transmit. It can be expected that the PCR will
often be set at the line rate of the ATM adapter of the endsystems. The MF'S is the largest
size of the AAL5-PDUs that the endsystems can send. For GFR SVCs, this parameter
will be equal to the AAL5-CPCS SDU size parameter which is negotiated between the
source and destination endsystems during connection setup [For96a).

The endsystems request a minimum guaranteed bandwidth by specifying a non-zero
MCR and an associated MBS. The MCR, expressed in cells per second, corresponds to
the long term average bandwidth which is reserved for the VC inside the network. It is
similar to the Sustainable Cell Rate (SCR) used with the VBR service category [For96c],
although the MCR provides a minimum guaranteed bandwidth to entire AAL5-PDUs
while the SCR provides a minimum guaranteed bandwidth to individual cells. The MBS
places an upper bound on the burstiness of the traffic to which the minimum guaranteed
bandwidth applies. The value of the MBS is negotiated between the endsystems and the
network, but this parameter must always be at least equal to the MF'S.

The GFR service category defines a particular utilization of the CLP bit in the ATM
cells. With the GFR service category, the endsystem is allowed to transmit either CLP=0
AAL5-PDUSs® or CLP=1 AAL5-PDUs. The CLP=1 AAL5-PDUs are considered as low
priority AAL5-PDUs which should be transmitted by the network on a best-effort basis.
The minimum guaranteed bandwidth is not applicable for CLP=1 AAL5-PDUs and these
AAL5-PDUs should be discarded earlier than the CLP=0 AAL5-PDUs when congestion
occurs.

With this utilization of the CLP bit, the meaning of the MCR is that if the endsystem
transmits CLP=0 AAL5-PDUs at a rate smaller or equal to the MCR, then all these
AAL5-PDUs should be correctly received by the destination. However, the GFR service
category does not require the endsystems to shape their traffic and it can be expected
that most users of this service category will always transmit at the negotiated PCR. In
this case, each AAL5-PDU will appear as a burst of cells transmitted at the PCR. The
MBS parameter of the GFR traffic contract is used to support this bursty behaviour.

Formally, the minimum guaranteed bandwidth is specified by F-GCRA(T,f) [Ken98]
with parameters 7' = 1/MCR and f > mycr + (MBS — 1) x (1/MCR — 1/PCR). The
Frame-Generic Cell Rate Algorithm (F-GCRA) (figure 3.7) is an adaptation of the GCRA
used with the VBR service category. The main difference between the GCRA and the
F-GCRA is that the F-GCRA declares entire AAL5-PDUs to be eligible or non-eligible for
the minimum guaranteed bandwidth. The eligible AAL5-PDUs are those which should
be delivered to the destination to fulfill the minimum guaranteed bandwidth. Only the
CLP=0 AAL5-PDUs can be declared eligible for the minimum guaranteed bandwidth by
the F-GCRA. While the F-GCRA is used to specify which AAL5-PDUs are eligible for

5A CLP=0 AAL5-PDU is an AAL5-PDU composed of CLP=0 cells. The GFR service category does
not allow the endsystems to transmit AAL5-PDUs containing both CLP=0 and CLP=1 cells.
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the minimum guaranteed bandwidth, it should be noted that the GFR service category
explicitly allows the endsystems to transmit AAL5-PDUs in excess of this minimum guar-
anteed bandwidth. The GFR service category also expects the network to deliver this
excess traffic on a best-effort basis to the destination endsystems and to “fairly” distribute
the available bandwidth to the active VCs.

Cell Arrival at time ¢, :

First cell of an AAL5-PDU: Middle or last cell of an AALS5-PDU :
if( (ty <TAT —f ) OR (IsCLP1(cell)) if(eligible)

{ {

/* non-eligible cell */ /* eligible cell */

eligible=FALSE; TAT = max(t,, TAT) + T}

} }

else else

{ {

/* eligible cell */ /* non-eligible cellx*/

eligible = TRUE;
TAT = max(t,, TAT) +T;

} }
Figure 3.7: F-GCRA(T\f)

As with other service categories (e.g. VBR), two conformance definitions have been
defined for the GFR service category : GFR.1 and GFR.2. The only difference between
the two conformance definitions is whether a F-GCRA is used to tag the non-eligible
AAL5-PDUs at the ingress of the network or not®.

With the GFR.2 conformance definition, the UPC function at ingress of the network
uses a F-GCRA to tag the non-eligible AAL5-PDUs. When this conformance definition
is used, only the eligible AAL5-PDUs are accepted as CLP=0 AAL5-PDUs inside the
network. Thus, there is a clear distinction between the eligible (CLP=0) and the non-
eligible (CLP=1) AAL5-PDUs and the ATM switches may rely on this to decide whether
an AAL5-PDU must be delivered to fulfill the minimum guaranteed bandwidth or not.
As we will see in chapter 7, a simple switch implementation can be used to support the
GFR.2 conformance definition.

With the GFR.1 conformance definition, the network is not allowed to modify the CLP
bit of the AAL5-PDUs sent by the endsystems’, but the endsystems are still allowed to
send CLP=0 AAL5-PDUs in excess of the minimum guaranteed bandwidth (even if only
a fraction of these AAL5-PDUs are actually eligible for the guaranteed minimum band-
width). With the GFR.1 conformance definition, there is thus no “visible” distinction
between an eligible and a non-eligible AAL5-PDU inside the network. Thus, to support
the GFR.1 conformance definition, each ATM switch in the network must be able to de-
termine, by itself, which CLP=0 AAL5-PDUs must be transmitted to fulfill the minimum
guaranteed bandwidth and which AAL5-PDUs are part of the excess traffic and thus could
be discarded if congestion occurs.

6The details of some parts of these conformance definitions are still being discussed within the ITU-T
and the ATM Forum [Ken98, BD98, HV98b], but the F-GCRA and difference between GFR.1 and GFR.2
are now stable. We will only consider this part of the GFR conformance definition in this thesis.

"This means that the UPC does not use a F-GCRA with the GFR.1 conformance definition.
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The eligible AAL5-PDUs are those which must be delivered to the destination to fulfill
the minimum guaranteed bandwidth. However, it should be noted that the GFR service
category does not strictly require that the eligible AAL5-PDUs are exactly those which
must be delivered to the destination to provide the minimum guaranteed bandwidth. The
requirement is weaker. The GFR service category only requires the network to deliver
enough entire CLP=0 AAL5-PDUs at the destination to provide the minimum guaranteed
bandwidth, but it does not specify precisely which CLP=0 AAL5-PDUs must be delivered
to the destination.

3.7 Other service categories

In addition to the five service categories discussed in the previous sections, the I'TU-T
has standardized another service category called ABT, and is currently defining another
service category called CT. We will briefly describe these service categories in sections
3.7.1 and 3.7.2. However we will not consider these service categories in this thesis since,
up to now, ABT has not yet received a lot of attention from the industry and CT only
provides a best-effort service.

3.7.1 ATM Block Transfer

ATM Block Transfer (ABT) has its roots in the fast reservation protocols developed
at CNET in the early 1990s [BT92]. With the CBR and VBR service categories, the
signalling protocols have two roles. When a connection is established, they create a
path between the source and destination endsystem, but they also reserve the bandwidth
associated with the VC for its whole lifetime. ABT decouples these two roles. With ABT,
the signalling protocol is still used to create the path between the source and destination
endsystems but does not explicitly reserve bandwidth. With ABT, the actual bandwidth
reservation is performed with a special protocol implemented with RM cells [ITTU96¢].

ABT assumes that the endsystems transmit blocks of data, where a block contains
data cells and is delimited by RM cells [Gui97]. Two variants of ABT have been defined
by ITU-T : ATM Block Transfer with Delayed Transmission (ABT/DT) and ATM Block
Transfer with Immediate Transmission (ABT/IT). With ABT/DT, when an endsystem
wishes to transmit a new block of data, it first sends a request to the network with a
special RM cell. This RM cells indicates the requested transmission rate for this block.
The network will examine this request and will forward it to the destination endsystem,
possibly indicating a lower rate. It should be noted that the destination endsystem is
not involved in the negotiation of the new transmission rate. The network will then
acknowledge the request and authorize the source endsystem to transmit at the rate
negotiated between the source endsystem and the network by sending a special RM cell
to the source endsystem. Upon reception of this cell, the source endsystem will first send
a RM cell to acknowledge this rate modification and then will transmit its block at the
negotiated rate. ABT /DT also allows the network or the destination endsystem to reduce
the transmission rate inside a block by sending a special RM cell to the source endsystem.
At the end of a block, the source endsystem must send a RM cell indicating a rate of zero
to inform the network and the destination endsystem of the end of the block.
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ABT/IT uses a more optimistic approach. With ABT/IT, the source endsystem still
transmits blocks of data, but the transmission rate of each block is not negotiated between
the source endsystem and the network. When a new block starts, the source endsystem
sends a special RM cell to indicate the transmission rate for this block and the transmission
of the block immediately follows this RM cell. If there are enough resources available in
the network to transmit the block, the entire block will be delivered at the destination.
Otherwise, the entire block will be discarded.

The ABT/DT and ABT/IT traffic contracts are composed of four parameters :

e Peak Cell Rate (PCRy11) and associated Cell Delay Variation Tolerance for the
CLP:0+1 cell flow (TPCRO.H)

e Sustainable Cell Rate (SC'Ry1) and associated Cell Delay Variation Tolerance for
the CLP=0+1 cell flow (Tscry,.)

e Burst tolerance for the CLP=0+1 cell flow (7;51,,,)

e Peak Cell Rate (PCRpgys) and associated Cell Delay Variation Tolerance for the
RM cell flow (Tpcrp,,)

The Peak Cell Rate is the highest rate at which a block can be transmitted. The
Sustainable Cell Rate can be used to reserve some bandwidth for an ABT VC. A non-
zero SC' Ry allows the endsystems to reserve a minimum amount of bandwidth for each
ABT VC. The meaning of this minimum bandwidth is that on average the endsystems will
be able to utilize this bandwidth. The Burst tolerance is used to indicate the maximum
burstiness of the traffic. The PCR for the RM cell flows corresponds to the maximum
rate at which the endsystem will be allowed to perform rate negotiation through the use
of RM cells.

Up to now, the ABT service category has not been very popular within the ATM
community. While ABT is specified in the ITU-T recommendations, it has never been
accepted by the ATM Forum and we do not expect ABT to become widely used or even
implemented in the near future.

3.7.2 Controlled Transfer

A lot of work on credit-based flow control mechanisms has been performed while the
ATM Forum was working on the ABR service category. After many discussions, the ATM
Forum has opted for a rate-based flow control mechanism and the work on the credit-
based mechanisms has stopped within the ATM Forum. However, several companies
have continued to work on this subject and two different credit-based mechanisms [A1197]
[LBC97] were recently proposed within ITU-T. After some discussions, the proponents
of these two credit-based mechanisms have agreed to submit a common proposal called
Controlled Transfer (CT).

The main application for CT will be to provide a loss-free best effort service. CT
provides this service by using a credit-based mechanism on all the links to prevent losses
inside the switch buffers. Since CT provides a best effort service, it is not suitable to
provide services with a minimum guaranteed bandwidth. Furthermore since it is only



46 The service categories

accepted by the ITU-T and not the ATM Forum, we do not expect this new service
category to be widely supported by equipment vendors.

3.8 Conclusion

In this chapter, we have described in details the service categories which have been defined
by the standardization bodies for ATM network. We have explained the characteristics
of each service category and described its evolution within the standardization bodies.

We have shown that two types of service categories have been defined by the stan-
dardization bodies. With the open-loop service categories (CBR, VBR, UBR and GFR),
the network does not provide any explicit feedback to the endsystems. These service cat-
egories either avoid congestion by limiting the amount of traffic which is accepted inside
the network (e.g. CBR and VBR.1) or discard cells (VBR.2/3 and UBR) or entire AAL5-
PDUs (UBR and GFR) if congestion occurs. Since the first ITU-T recommendation on
traffic control [ITU93c|, the open-loop service categories have clearly evolved to better
support AALD based traffic. This evolution is summarized in table 3.5.

Table 3.5: The evolution of the open-loop service categories

CBR | VBR | UBR | GFR
ITU-T I.371v1 yes no no no
ATM Forum UNI 3.0 | yes yes yes no
ATM Forum TM 4.0 | yes yes yes no

ITU-T 1.371v2 yes yes no no
ATM Forum TM 5.0 | yes yes yes | exrpected
ITU-T 1.371v3 yes yes no | erpected

Table 3.6: The evolution of the closed-loop service categories

ABR | ABT CcT
ITU-T 1.371v1 no no no
ATM Forum UNI 3.0 | no no no
ATM Forum TM 4.0 | yes no no
ITU-T 1.371v2 yes yes no
ATM Forum TM 5.0 | yes no no
ITU-T 1.371v3 yes yes | expected

The closed-loop service categories (ABR, ABT and CT) are more recent. With these
service categories, the network provides an explicit feedback to the endsystems by using
special RM cells. For the three closed-loop service categories, this feedback aims at
avoiding cell losses inside the network. However, as explained in this chapter, the three
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closed-loop service categories use completely different feedback mechanisms. Table 3.6
summarizes the current support for the closed-loop service categories in the standards.

Shortly before we finished this thesis, a new service category, called Weighted Un-
specified Bit Rate (UBRw), was proposed within the ATM Forum [KDW*98]. This new
service category was proposed to support different relative drop priorities for best-effort
VCs. The UBRw proposal was not accepted as a new work item by the ATM Forum
members who consider that GFR is sufficient to efficiently support TCP/IP traffic in
ATM networks.
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Chapter 4

TCP and the CBR service category

4.1 Introduction

Since the CBR service category was the first to be defined by the ITU-T, it is not suprising
that it was also the first service category to be supported in public networks. In this
chapter, we present and analyze detailed measurements with TCP/IP in a wide area
network which offered a CBR VPs.

This chapter is structured as follows. We first present the characteristics of our mea-
surement environment in section 4.2. We then analyze the results of a first campaign of
measurements in sections 4.3 and 4.4. Based on the results of these measurements, we
performed a second campaign of measurements to explore the influence of the IP MTU
size on the performance of TCP/IP. This second campaign of measurements is discussed
in sections 4.5 and 4.6. We then study the impact of possible improvements to TCP and
the CBR service category in sections 4.7 and 4.8. Finally, we look at the impact of the
lessons learned from our measurements on the signaling and management protocols in
section 4.9 and discuss related work in section 4.10.

4.2 Measurement environment

In January and August 1995, we had the opportunity to evaluate the performance of TCP
in an experimental wide area network supporting the CBR service category. This perfor-
mance evaluation was performed in two campaigns of measurements that allowed us to
gain a better understanding of the interactions between a transport protocol such as TCP
and the CBR service category. Those measurements were performed with equipments
that were commercially available at that time. Since then, the ATM equipments have
continued to evolve, but the lessons learned from these measurements still hold. Before
discussing these measurements in details, we will briefly present the characteristics of our
measurement environment.

Our measurement environment consisted of ATM LANSs interconnected via a wide area
ATM network (the European ATM Pilot).
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4.2.1 The European ATM Pilot

The European ATM Pilot [PRW195] is one of the first public wide area ATM networks
deployed in the world. This network has been built as a collaboration among 16 Public
Network Operators (PNOs) from 15 countries, and covers most of western Europe. Each
PNO participating in the Pilot network has installed at least one ATM switch and estab-
lished links with its adjacent countries. Wide area ATM switches from different vendors
are used inside the network. These ATM switches are entirely managed by the PNOs, and
as simple users of the network, we had no control on this equipment. Most of the links on
the European ATM Pilot are 34 Mbps E-3 ATM links, but some links have already been
upgraded to 155 Mbps SDH links.

The measurements presented in this chapter were done between the ATM LANSs of the
University of Liege (Belgium), Electricité de France (Paris, France) and Telenor Research
and Development (Kjeller, Norway). These ATM LANs were connected to their national
ATM network with links provided, respectively by Belgacom, France Telecom and Telenor.
We also used transit links provided by Deutsche Telekom (Germany) and Telia (Sweden).

The European ATM Pilot network provided a VP bearer service. As the network did
not support signaling or virtual circuits when we performed our measurements, we used
semi-permanent VPs. Those semi-permanent VPs were activated during short periods
of time (usually half a day). The European ATM Pilot only supported the CBR service
category, and when we requested the activation of a VP, we had to specify the PCR
(PCRy41) of our traffic. While the three testbeds used for the measurements had at least
a 34 Mbps (80000 cells per second) link to the European ATM Pilot, the PNOs did not
allow us to use VPs with a bandwidth equal to our access link. That is the reason why
we used VPs with a bandwidth of approximately 27 Mbps (61000 cells per second).

In order to protect the network from misbehaving users, and in accordance with the
ATM Forum specifications [For93] and ITU-T recommendations [ITU93c|, a UPC mech-
anism was used in the European ATM Pilot. As our traffic contract specified PC Ry 1,
the tagging option was not applicable for this UPC. The provision of a CBR service,
combined with the usage of a UPC was probably one of the main characteristics of the
European ATM Pilot compared with other experimental ATM networks.

4.2.2 The ATM LANs

The three ATM LANs we used were very similar. They were all built around an ASX- 200
ATM switch from Fore Systems Inc. The ASX-200 is a 2.5 Gbps bus-based, non- blocking,
output buffered switch equipped with an internal Sparc 2 based controller. Each output
port contains a buffer which can hold 256 cells. The UPC mechanism available in the
ASX-200 was disabled during the measurements. The testbeds located in Liege and Paris
were connected with an E-3 link to their national ATM Pilot, while the testbed located
in Oslo used an OC-3 link.

The workstations used in the three testbeds were Sparc 10 clones from Axil (model
311/5.x) running SunOS 4.1.3_U1, and equipped with an SBA-200 ATM adapter from
Fore. The testbed located in Liege used SDH 155 Mbps SBA-200 ATM adapters, while
the other testbeds used Taxi 100 Mbps and Taxi 140 Mbps ATM adapters. These variants
of the SBA-200 offer similar performance. Measurements done in the local area have shown
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that the bottleneck on the SBA-200 is not the physical rate of the ATM link, but mainly
the transfers between the workstation memory and the ATM adapter [MKK94]. The
maximum TCP throughput measured by ttcp [SM84] with these SBA-200 ATM adapters
on our workstations are similar. For the two campaigns of measurements presented in
this chapter, the sender was always located in Liege.

4.2.3 Characteristics of a conforming traffic

In a wide area network such as the European ATM Pilot, where the traffic contract is
enforced by a UPC mechanism, it is essential for the user to generate a conforming traffic.
If the traffic is not completely conforming, the UPC will discard the non-conforming cells,
and this may lead to a high cell loss rate.

In our environment (figure 4.1), cells can be discarded in two places. The local ATM
switch will loose cells if there is an overflow in its (256 cells) output buffer, and the UPC
in the ATM Pilot will discard cells that are not in conformance with the traffic contract.

TCP
IP

AALS European
ATM ASX-200 34 Mbps ATM Pilot

PDH
X | UPC
155 Mbps

SDH 256 cells
output buffer

Figure 4.1: Sending side of our environment for the first campaign of measurements

The maximum burst size sent at a 155 Mbps line rate which does not cause an overflow
of the output buffer on the 34 Mbps port of the ASX-200 is given by equation (4.1),
assuming that the output buffer is idle before the transmission of the burst. That is, if 7;
is the cell time on the input link of the switch, T, the cell time on the output link of the
switch, and L the size of the output buffer, measured in cells, the maximum burst size (in
cells), neglecting the physical layer framing, is :

L xT,
To_T'i

maximum_burst = (4.1)

In our sending environment (7;=2.726 usec, T,=12.50 psec, L=256 cells), the max-
imum burst size is thus 327 cells. Such a burst has to be followed by an idle time of
256 * 12.50 = 3200usec (i.e. 1174 cell times at the 155 Mbps line rate) to empty the
output buffer of the switch.

However, a burst absorbed by the ASX-200 must still be conforming with the traffic
contract enforced by the UPC mechanism. If T} is the cell time at the input line of
the UPC, T, and 7, respectively the peak emission interval and the cell delay variation
enforced by the UPC, from equation 3.1, the maximum burst size declared as conforming
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by the UPC, assuming that the UPC is in the idle state upon the arrival of the first cell,
is :

maximum_burst =1+ To—T, (4.2)
For example, let us consider that the traffic contract enforced by the UPC mechanism
is 61000 cells/sec (one cell every 16.39 usec), with an allowed Cell Delay Variation (CDV)
of 101 psec ( [T=16.39 usec, 7=101 usec| ). In our environment (7;=12.50 usec, T,,=16.39
usec, 7,=101 psec), the maximum burst size declared as conforming by the UPC is only
26 cells. This burst has to be followed by an idle time of at least 104 usec to let the
UPC return to the idle state. Thus, the most bursty traffic allowed by the [T=16.39 usec,
7=101 psec] UPC is composed of bursts of 26 cells separated by an idle time of 104 usec
(i.e. 38 cell times at the 155 Mbps line rate).
As shown by equation 4.2, the maximum burst size declared as conforming by the
UPC depends on both the cell rate of the traffic contract and the cell rate at the input of
the UPC.

4.2.4 The ATM LANs and the CBR traffic contract

To fulfill the CBR traffic contract, we had to introduce some traffic shaping capabilities in
our ATM LANs. As the VP established through the European ATM Pilot was terminated
on the ASX-200, the best solution would have been to use a traffic shaper on the output
port of the ASX-200 or an external traffic shaper on the E-3 link. Unfortunately, when we
performed our measurements, the ASX-200 did not offer any traffic shaping capabilities?,
and we did not have an external traffic shaper for the first campaign of measurements.
As we only used one VC inside this VP and there was no other traffic on the VP, another
possibility was to perform the traffic shaping at the endpoints of the VC, i.e. on the ATM
adapters.

Like most first generation ATM adapters [Dav93] [TS93], our Fore SBA-200 ATM
adapters did not contain any custom chip to perform the traffic shaping on a per-VC
basis. However, the SBA-200 [CMSB91] includes an i960 microprocessor that is mainly
used for the data movements between the adapter and the host memory and the AAL
segmentation and reassembly (with a hardware assisted CRC computation). Thanks to
this 1960, the SBA-200 is flexible, and by modifying the firmware of the 1960, Fore Systems
was able to integrate some traffic shaping capabilities on their adapter without a hardware
upgrade. Fore Systems provided us with two firmware releases supporting traffic shaping.
The first one was an unsupported modified version of the 2.2.9 firmware, and the second
one was a supported 2.3.0 release. The modified 2.2.9 firmware shaped the traffic on a per-
port basis by inserting idle cells between assigned cells, and thus was unable to efficiently
shape several VCs simultaneously [KK95]. To have a better understanding of these two
firmwares, the following experiment was performed at Telenor. One workstation, equipped
with a Taxi 140 Mbps SBA-200 sent a train of 8 KBytes (i.e. 172 cells) long UDP packets
through an ASX-200 ATM switch, to an Alcatel ATGA ATM tester equipped with a 155

LA very limited traffic shaping capability (one VP per port) is supported by the type “C” network
modules on the ASX-200 [Sys95], but we received these network modules when we were not anymore
connected to the European ATM Pilot



4.2 Measurement environment 53

Mbps SDH interface. The ATGA measured the cell inter-arrival time (IAT), i.e. the
difference measured in cell times between two successive assigned cells, of the ATM cells
in the UDP packets. The requested throughput at the ATM level was one cell every 17.35
usec (i.e. one cell every 6.4 cell slots on the 155 Mbps SDH interface of the ATGA).

Figure 4.2 shows that release 2.2.9 produces an almost regular traffic. The only signif-
icant variation in the IAT is an increase of 7-8 cell times? every 21 or 22 cells. This figure
also shows that the IAT between two cells of consecutive packets jumps to 25 cell times,
and thus the inter-packet time can be estimated as approximately 20 cell slots or 52 usec.
According to the documentation supplied by Fore Systems, this modified firmware is able
to insert an idle time of n *0.492 usec between two consecutive assigned cells transmitted
on the output link. However, detailed measurements of the spacing [KK95] have shown
that, on average, this idle time was much closer to n*0.473 usec. We will use this mea-
sured value throughout this chapter. The value n, and thus the average rate of the output
link, can be changed during run-time.
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Figure 4.2: Spacing with release 2.2.9 of the Fore driver

The measurements with firmware 2.3.0 revealed that it transmitted bursts®of 6 cells
at the line rate with an inter-burst time of almost 40 cell times. The average inter-arrival
time was 6-7 cell times. As we had no a priori information on the amount of CDV
tolerated by the UPC of the European ATM Pilot, we choose to use firmware 2.2.9 for
our measurements as it produced the most regular traffic.

2As the measurements were taken on the 155 Mbps port of the ATGA, one cell time corresponds to
2.726 psec.

3We learned later from Fore Systems Technical Support that the duration of these bursts was “config-
urable” by modifying some kernel variables with a debugger, but we were not aware of this feature when
we performed our measurements.
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Figure 4.3: Spacing with release 2.3.0 of the Fore driver

4.3 First campaign of measurements

For this first campaign of measurements, we used the testbeds located in Liege and Paris.
The distance between these two testbeds is approximately 400 km, and the round- trip-
time measured by ”ping” is 8 msec.

For these measurements, we requested a 58762 cells per second (i.e. one cell every
17.02 psec or 24.9 Mbps) VP from the European ATM Pilot. This VP was monitored
by a UPC inside the network, and we were told later that this UPC was set to enforce a
traffic contract of 61000 cells per second (i.e. one cell every 16.39 pusec) with an allowed
CDV of 101 usec. Each TCP measurement consisted of the memory-to-memory transfer
of 8 megabytes between the sender and the receiver with ttcp [SM84]. The workstations,
the local ATM switches, and our VP in the ATM Pilot were exclusively used for the
measurements. Thus, there were no contentions due to the sharing of the VP by several
TCP connections.

The results showed that the TCP throughput is very sensitive to segment losses. In
the following sections, we will present results from individual measurements which are
representative of the problems we encountered during these measurements.

4.3.1 Measurements without traffic shaping

A common belief within the data communication community, based on TCP’s excellent
track record, is that TCP can adapt to any kind of bandwidth. However, during congestion
and in case of traffic contract violations in ATM networks, the network will discard ATM
cells, but not complete TCP segments. This may result in a flow of ATM cells but no
flow of correct TCP segments, and thus no real data-transfer. We tried to perform some
measurements without enabling the traffic shaping on our ATM adapters, and it was
impossible to transfer any data with TCP. The TCP connection was easily established
(the SYN segments and the corresponding ACKs are contained in a single ATM cell).
However, it was impossible to perform any data transfer. This problem was caused by
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the default Maximum Transmission Unit (MTU) size of 9188 bytes selected for IP over
ATM[Atk94]. When spacing is not enabled, the ATM adapters send the AAL-PDUs
containing TCP segments as bursts of 192 cells, at the line rate. While a single burst of
192 cells can be absorbed by the output buffer of the local ATM switch (equation 4.1),
the resulting burst on the 34 Mbps link is not conforming with the traffic contract, and
at least one cell from each TCP segment containing data is discarded by the UPC of the
ATM Pilot. Thus, with the default MTU size for IP over ATM, ATM level traffic shaping
was really necessary, even with TCP, in our environment.

4.3.2 Measurements with a conforming traffic

With our SBA-200 ATM adapters, the closest possible value for the cell spacing, while
still remaining larger than the peak emission interval of the traffic contract was one cell
every 16.44 usec. We performed measurements with TCP windows of 16 KBytes, 32
KBytes and 48 KBytes and with Transport Service Data Unit (TSDU) sizes* ranging
from 1 KBytes to 16 KBytes. As shown in figure 4.4, the highest throughput is obtained
with the largest window size. Measurements with the spacing set to a value higher than
one cell every 16.44 usec gave similar results. The throughput variations shown in figure
4.4 are caused by limited segment loss (the segment loss rate was lower than 0.2%) and
corresponding retransmissions. The reason for these segment losses is not known. As
each TCP segment contains 192 cells, and assuming that a single cell is lost in each lost
segment, this corresponds to a cell loss rate of approximately 7109, which is comparable
to the CLR measurements presented in [LP96].
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Figure 4.4: TCP throughput with a conforming ATM traffic

4By TSDU size, we mean the size of the user data buffer passed to TCP by the ttcp application with
the send() system call.
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4.3.3 Measurements with an almost conforming traffic

In order to see what happens when the ATM level traffic is not completely conforming, we
performed the same throughput measurements with a cell rate of one cell every 15.97 usec
which is the closest non-conforming cell rate achievable with our SBA-200 ATM adapters.
With this cell rate, the results were similar to the results presented in figure 4.4.
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Figure 4.5: TCP throughput with spacing set to one cell every 15.50 usec

When we tried the next lower value for the spacing (one cell every 15.50 usec), the
TCP throughput almost collapsed. This is shown in figure 4.5. The most affected traffic
is the traffic sent with a 48 KBytes window. Figure 4.5 shows that with this window size,
the throughput drops below 1 Mbps (compared to 19 Mbps when the spacing was set to
one cell every 16.44 usec). This collapse of the TCP throughput is accompanied by a high
segment loss rate, as shown in figure 4.6.
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Figure 4.6: Segment loss rate with spacing set to one cell every 15.50 pusec
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4.4 Discussion of the first campaign of measurements

4.4.1 Behaviour of TCP with a conforming ATM traffic

During our measurements with a conforming ATM level traffic, the segment loss rate was
lower than 0.2%. However, even with such a low segment loss rate, we still measured
variations in the TCP throughput. To explain these variations, we gathered packet traces
during the measurements. The traces showed that, in SunOS 4.1.3_U1, the lost segments
are only retransmitted after the expiration of the retransmission timer. On average, the
cost of a single retransmission is 750 msec. This behaviour was caused by a peculiarity
of SunOS 4.1.3_.U1. While SunOS 4.1.3_U1 will retransmit a segment after 3 duplicate
acknowledgements have been received, it does not send an immediate acknowledgement
when it receives an out of order segment, and thus the fast retransmit algorithm is only
partially implemented in SunOS 4.1.3_U1.

Even with a correct implementation, the fast retransmit algorithm will not necessarily
be sufficient to avoid the expiration of the retransmission timer. For random and infre-
quent single segment losses, this algorithm will only work well if the window contains at
least (d + 2) Maximum Segment Size (MSS) sized segments, where d is the number of
duplicate acknowledgements required to trigger the fast retransmit. If several segments
are lost, the window must be even larger.

When a single segment is lost, the worst case for the fast retransmit algorithm occurs
when several segments are sent after the connection has been idle for some time. The first
segment does not advance the window by at least 2*MSS bytes, and thus the receiver does
not send an immediate acknowledgement. If we assume that the second segment is lost,
the third segment is out-of-order, and will therefore trigger an immediate acknowledge-
ment. However, as TCP does not distinguish between a standard acknowledgement and
an acknowledgement for out-of-order segments, this acknowledgement acknowledges the
first segment. At this time, there are already two unacknowledged segments, and d new
segments are necessary to generate the d duplicate acknowledgements. Thus, the window
must contain at least (d+2) MSS sized segments. With the default value of 9148 bytes for
the MSS with TCP over ATM, and a default value of 3 for d, the window should contain
at least 45740 bytes. It should be noted that during the data transfer, the slow start and
congestion avoidance mechanisms used by TCP may reduce the usable window to values
lower than the maximum window size requested at connection establishment. Thus, even
if the window is set to (d + 2) MSS sized segments when the connection is established,
there is no guarantee that the fast retransmit algorithm will always avoid the expiration
of the retransmission timer when random losses occur.

4.4.2 Behaviour of TCP with an almost conforming ATM traffic

Our measurements have shown that when TCP is used with the spacing set to one cell ev-
ery 15.50 usec (while the peak cell rate enforced by the UPC was one cell every 16.39 usec),
the loss rate increases quickly with the window size. During these measurements, the TCP
throughput achieved with a large window was lower than the throughput achieved with
a small window.

To explain this unexpected behaviour, we looked at the packet traces gathered during
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the measurements, and found that when a segment was lost with a 48 KBytes window,
it was always the third segment in a burst of at least three segments. However, in a few
three segment bursts, the third segment was not lost. From the packet traces, it seemed
that bursts of two TCP segments were conforming, while bursts of three TCP segments
were not conforming.

This explains why the segment loss rate with a 16 KBytes window is still less than
0.25%, as this window prevents TCP to send bursts of three MSS-sized segments. The
difference between the small and the large TSDUs with a 32KBytes window can also be
explained by looking at the segments actually sent by TCP. When the TSDUs are smaller
than 7 KBytes, TCP may send bursts of 3 segments after a retransmission, and these
bursts are declared as non-conforming by the UPC mechanism. When the TSDUs are
larger than 7 KBytes, TCP does not send bursts larger than 2 segments, and thus the
ATM level traffic is still declared as conforming by the UPC mechanism. This difference
in the behaviour of TCP with large and small TSDUs is due to the interactions between
the memory management in the socket layer and the transmission of TCP segments in
SunOS 4.1.3.U1 [MKK94]. An important point to note is that when the ATM level traffic
is not completely conforming, a large window may give a much lower throughput than a
smaller window.

The packet traces gathered during the measurements with a 48 KBytes window reveal
that the TCP connection is idle for most of the time. Figure 4.7 shows the first 8 seconds
of the packet trace corresponding to a 8 MBytes transfer with an almost conforming ATM
traffic and a 48 KBytes window. This figure shows that the TCP connection is idle for
most of the time and has an almost periodical behaviour. Eight segments are transmitted
very quickly (in 4 round trip times), but the sixth segment is lost, and TCP has to wait
the expiration of the retransmission timer (two 500 msec ticks - almost one second) to
retransmit the lost segment. The larger bursts which occurred around the first and the
eighth second contained a few three segment bursts that were declared as conforming by
the UPC mechanism.

Even other BSD-based TCP implementations experience similar problems. They cor-
respond to a standard behaviour with the slowstart mechanism. With respect to burst
loss, 4.4 BSD [WS95] behaves like SunOS. If the UPC only accepts bursts as long as 2 seg-
ments, 4.4 BSD will behave as follows. After a loss, TCP will enter the slow start phase.
During this phase, TCP increases its window exponentially, but as soon as the congestion
window reaches 3*MSS bytes, a burst of 3 segments is sent, and the third segment is lost.
On average, 4.4 BSD will send and acknowledge 7 segments in a period corresponding to 4
round trip times and two ticks (i.e. the minimum value of the retransmission timer), and
one segment out of 7 has to be retransmitted. This is because TCP is always in the slow
start phase, and does not enter in the congestion avoidance mode. If the UPC is changed
so that the largest allowed burst contains 1 segment, 4.4 BSD will transmit on average 3
segments within a period corresponding to two round trip times and two ticks, and half
the segments have to be retransmitted. If the non-conformance of the ATM traffic is such
that even a single MSS-sized segment is non-conforming, the data transfer is impossible
as TCP always tries to use MSS sized segments during a bulk data transfer.

An important point to note from the measurements with an almost conforming traffic is
that TCP performs badly when the network limits the maximum burst size to 3 segments
or less.
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Figure 4.7: First 8 seconds of a trace with the cell spacing set to one cell every 15.50 usec

4.5 Second campaign of measurements

Our first campaign of measurements has shown that a small variation in the peak cell
rate of the ATM level traffic can cause a lot of problems to TCP. To further investigate
the behaviour of TCP, we have performed an additional set of measurements. First, we
wanted to have a better control over the measurement environment, and especially the
parameters of the UPC. For this, we modified the testbed of the University of Liege. A
prototype spacer-controller [BSG92] built by CNET was inserted between the output of
the Fore ASX-200 ATM switch and the E-3 link to the Belgian switch of the European
ATM Pilot (figure 4.8). The spacer-controller performs both traffic shaping and traffic
policing. The main advantage of the spacer-controller over a stand-alone UPC, such as
the one contained in the Fore ASX-200, is that the cells declared as conforming by the
UPC part of the spacer-controller are reshaped at the output of the UPC before being
transmitted on the output link. Thus, the ATM cell flow at the output of the spacer-
controller has a very low associated CDV, even if its UPC uses a large CDV tolerance.

Unfortunately, when we received the spacer-controller, Electricité de France was not
anymore connected to the European ATM Pilot and thus we used the testbed of Telenor
Research and Development as the receiver for the second campaign of measurements. The
round- trip-time, measured by ping, between the University of Liege and Telenor Research
and Development was 31 msec.

For the second campaign of measurements, we requested a 63679 cells per second (i.e.
one cell every 15.70 usec) VP through the ATM Pilot. We used the spacer-controller
to enforce a traffic contract of 61000 cells/second (i.e. one cell every 16.39 usec) with
an allowed CDV of 187.5 usec. As the spacer-controller is also a traffic shaper, we were
sure that the cell flow sent in the European ATM Pilot was conforming with the traffic
contract enforced inside the network. Thus, if we ignore the rare random cell losses, the
only source of cell losses during the second campaign of measurements was the UPC of
the spacer-controller.

During the second campaign of measurements, we used a fixed TSDU size of 16 KBytes
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Figure 4.8: Sending side of our environment for the second campaign of measurements

and varied the MTU size (and thus the maximum size of the packets transmitted by TCP)
and the traffic shaping on the ATM adapters. We performed our measurements with the
MTU set to 9188 bytes (the default value for IP over ATM), 4832 bytes (a value slightly
larger than the default value for IP over FDDI), 1500 bytes (the default value for IP over
Ethernet) and 552 bytes (which forced TCP to compute an MSS of 512 bytes, which is the
default MSS size used by TCP that do not support Path MTU discovery [MD90] when
the destination is not in the local subnet). The figures presented in the following sections
show the results of individual measurements which are representative of the problems we
encountered during our second campaign of measurements.

4.5.1 Measurements with a 48 KBytes window

The measurements with a 48KBytes window are presented in figure 4.9. They show that
the variations of the spacing have a lower impact on TCP when it uses small packets than
when it uses large packets.

With an MTU size of 9188 bytes, the data transfer was almost impossible with the
spacing set to one cell every 15.50 usec. The packet traces revealed that in this case the
longest conforming burst contained only one segment.

With an MTU size of 4832 bytes, there is a moderate throughput drop when the
spacing is set to one cell every 15.50 usec. This throughput drop is caused by a few cells
being discarded by the UPC. When the spacing is set to one cell every 15.02 usec, the
data transfer is almost impossible and the packet traces reveal that the longest conforming
bursts contained only one segment.

With an MTU size of 1500 bytes, the throughput drop occurs when the spacing was set
to one cell every 14.07 usec. The packet traces revealed that the losses mainly occurred
when TCP sent bursts of 8 or 9 segments. When the spacing was set to one cell every
13.60 usec, the losses mainly occurred when TCP sent bursts of 4 or 5 segments, and the
throughput dropped to 250 Kbps. We did not perform measurements with the spacing
set to a value lower than one cell every 13.60 usec.
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Figure 4.9: Measurements with a 48KBytes window

With an MTU size of 552 bytes, the UPC starts to discard cells and the throughput
drops when the spacing is set to one cell every 12.65 usec. The throughput drop is
”smoother” with a small MTU size than with a large MTU size. With the spacing set
to one cell every 11.24 usec, the achieved throughput was approximately 400 Kbps. The
packet traces revealed that, with this spacing, bursts of 8 segments were not conforming
with the traffic contract.

4.5.2 Measurements with a 16 KBytes window

The measurements corresponding to a window size of 16 KBytes are presented in figure
4.10. With this window size, the throughput drops occur when the spacing is set to one
cell every 15.02 psec with MTU sizes of 9188 and 4832 bytes. With this spacing, the data
transfer was almost impossible with an MTU size of 9188 bytes, while it was very slow
(less than 100 Kbps) with an MTU size of 4832 bytes.

With an MTU size of 1500 bytes, the throughput dropped to 250 Kbps when the spac-
ing was set to one cell every 13.60 usec. With an MTU size of 552 bytes, the throughput
drops occur when the spacing is set to one cell every 12.18 usec.

4.6 Discussion of the second campaign of measure-
ments

4.6.1 The maximum throughput

Compared with the first campaign of measurements, TCP only achieved a maximum
throughput of 11 Mbps while it achieved 19 Mbps during the first campaign. This dif-
ference is, of course, due to the larger value of the round-trip time during the second
campaign of measurements. We used a maximum window size of 48 KBytes as the
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Figure 4.10: Measurements with a 16KBytes window

SunOS 4.1.3_.U1 TCP implementation does not support the large windows extensions,
and furthermore restricts the window size to 52428 bytes.

Figure 4.9 and figure 4.10 show that, when the cell spacing of the ATM adapter
is larger than one cell every 15.02 usec, a large MTU does not always result in the
highest throughput. This can be explained by the Nagle and the Silly Window Syndrome
avoidance algorithms. Due to these algorithms, TCP will not send a segment unless it
contains MSS bytes or at least half the maximum window size advertised by the receiver.
This means that the usable window is actually reduced to an integer number of MSS-sized
segments.

Another limitation is due to the delayed acknowledgement strategy. This strategy
forces TCP to acknowledge immediately only every second segment. For example, with a
maximum window corresponding to 5 MSS sized segments (as with the 9188 bytes MTU
and a window of 48 KBytes), when TCP sends 5 segments, the second and the fourth
segments will be acknowledged immediately. Thus, within the first round-trip time, TCP
has sent 5 segments (segments 1 to 5), but only 4 segments have been acknowledged (seg-
ments 1 to 4). During the second round-trip-time, TCP will thus only send 4 segments,
and the sixth and eighth segments will be immediately acknowledged. During the second
round-trip-time, TCP has sent 4 segments (segments 6 to 9) and received acknowledge-
ments corresponding to 4 segments (segments 5 to 8)... It should however be noted that
these reductions of the usable window do not matter when the window size is sufficiently
larger than the bandwidth delay product.

4.6.2 The throughput drops

The throughput drops can be explained by looking closely at the behaviour of the SBA-200
ATM adapter. This ATM adapter performs the CRC calculation for AAL5 but contains
a limited amount of memory and uses DMA to retrieve the AAL-SDUs from the main
memory of the workstation. The traffic shaping is done on a per AAL-PDU basis. Each
AAL-PDU is sent at the requested peak cell rate and there is an inter-PDU time between
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two adjacent AAL-PDUs. This behaviour is captured by the packet train model shown
in figure 4.11. The inter-PDU time is probably caused by the preparation of the DMA
operation for the next AAL-SDU by the ATM driver. We were not able to measure this
inter-PDU time accurately with TCP, but we have measured an inter-PDU time of 52
usec with 8KBytes long UDP packets (section 4.2.4). As this inter-PDU time is caused
by the SBA-200 ATM adapter, and not by the processing in the higher layer protocols,
we can assume that the same value also holds for TCP segments. With 552 bytes long
UDP packets, this inter-PDU time is reduced to 41 usec.

AAL-PDU || AAL-PDU || AaL-PDU]
A
I N \\\\
\ \ \\ ~
TERITEINE
R

> < > <«
R psec Inter-PDU time (1)

Figure 4.11: Packet train model

From the specification of the GCRA it is easy to see that such a sequence of p packets
separated by an inter-PDU time I, with each packet containing c cells sent with the spacing
set to one cell every R pusec, will be conforming with the traffic contract [T=Typc , 7=
CDV] if, considering that the UPC is in the idle state upon arrival of the first cells :

Vk=0..(p—1),Vj =0...(c—1) : (kxc+j)xTypc < kx(cxR+I)+jx R+CDV (4.3)

This packet train model can be used together with equation 4.3 to calculate the length
of the longest burst which is conforming with the [T=16.39 usec, 7=187.5 usec| traffic
contract enforced by the spacer-controller. In table 4.1, we have used an inter-PDU time
(I) of 52 psec for the MTU sizes of 1500 bytes (32 ATM cells), 4832 bytes (101 ATM
cells) and 9188 bytes (192 ATM cells) and an inter-PDU time of 41 usec with an MTU
of 552 bytes (12 ATM cells). In table 4.1 , we also take the buffering of the ASX-200 into
account when the spacing is set to values lower than one cell every 12.50 usec (i.e. the
cell time on the E-3 interface). In this table, the value 0 means that a single MTU-sized
packet is not conforming.

Table 4.1 can be used to explain the throughput drops with an MTU size of 9188 bytes.
When the spacing is set to one cell every 15.97 usec, the largest conforming burst contains
4 segments. TCP is not affected by this limitation, because TCP did not sent bursts
containing more than three segments. With the spacing set to one cell every 15.50 usec and
a 48 KBytes window, the model agrees with the measurements. With a 16 KBytes window,
due to interactions between the socket layer and the memory management [MG95], TCP
sent one 4096 bytes segment followed by one 8192 bytes segment every round-trip-time.
This burst of two segments was conforming with the traffic contract.
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MTU Size [Bytes]
R [psec per cell] | 552 | 1500 | 4832 | 9188
15.97 o | oo 00 4
15.50 o0 00 3 1
15.02 o | oo 1 0
14.55 00 20 1 0
14.07 00 6 0 0
13.60 00 3 0 0
13.13 00 2 0 0
12.65 53 2 0 0
12.18 17 1 0 0
11.71 10 1 0 0
11.23 8 1 0 0

Table 4.1: Length of the longest conforming burst (in MTU sized packets)

The measurements with an M'TU size of 4832 bytes can also be explained by table 4.1.
It should be noted, that due to the inter-PDU time of 52 usec with our SBA-200 ATM
adapters, the traffic sent with the spacing set to one cell every 15.97 usec was conforming
with the traffic contract enforced by the spacer-controller.

The measurements with an MTU size of 1500 bytes almost agree with table 1. With
the spacing set to one cell every 14.07 usec and a 48 KBytes window, the packet traces
revealed a maximum burst length of 8 segments, while the model predicts a maximum
burst size of 6 segments. This may probably be explained by the fact that the actual
transmission of ATM cells is not as regular as the packet train model, especially for long
bursts. When an acknowledgement is received while segments are being transmitted, it
interrupts the normal transmission of ATM cells, and thus causes a small idle time. When
the spacing is set to one cell every 13.60 usec, the model agrees with the measurements,
as the throughput drops heavily.

With an MTU size of 552 bytes and a 48 KBytes window, the measurements indicated
that the UPC started to discard cells when the spacing was set to one cell every 12.65
pusec. This explains the throughput drop with this spacing as a 48 KBytes window permits
bursts of up to 96 segments with an MTU size of 552 bytes, while the model predicts a
maximum burst length of 53 packets. With a 16 KBytes window, the throughput dropped
when the spacing was set to one cell every 12.18 usec. This is also coherent with the model
as a 16 KBytes window permits bursts of up to 32 segments with an MTU size of 552
bytes, while the model predicts a maximum burst length of 17 packets.

With an MTU-size of 552 bytes, the throughput drop is ”smoother” than with a
large MTU size. However, the cost of this "smoother” degradation when the traffic is
not entirely conforming is a high CPU utilization. With our workstations, the highest
achievable throughput with an MTU-size of 552 bytes is almost 15 Mbps, even in the
local area, while the same workstations are able to sustain a 70 Mbps throughput with
an MTU size of 9188 bytes. Thus, using a small MTU is not necessarily a wise choice.
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4.7 Possible improvements to the TCP implementa-
tions

Two modifications to the current TCP implementations could improve the behaviour
of TCP in our environment. The first modification concerns the implementation of the
timers. In most BSD derived implementations of TCP, including SunOS, the round trip
time measurement has a granularity of 500 msec (1 tick), and the retransmission timer
has a minimum value of 2 ticks. These default values were chosen to avoid to overload
the 1 MIPS workstations that were available when TCP was included in 4.x BSD. At that
time, the networks were also much slower than today, and such a high granularity for
the round trip time measurements and the retransmission timers did not cause problems.
Now, the networks are much faster, and even on the Internet, round trip times lower than
500 msec are very common, and it would be very useful to have a much lower granularity
for the round trip time measurements and the retransmission timer. In BSD derived
implementations, this may be done by changing the value of the PR_.SLOWHZ constant
in the kernel.

The second modification concerns the retransmission algorithm. A simple possible
change in the fast retransmit algorithm is the value of the duplicate acknowledgement
threshold. The default value of 3 for this threshold was chosen to avoid unnecessary
retransmissions when the network may reorder packets without loosing them. In an ATM
network, the cells are always delivered in sequence, and thus reordering does not occur.
In ATM networks, the optimal value for the duplicate acknowledgement threshold would
thus be 1. In other networks such as the Internet, where reordering may occur, especially
when the route changes, setting the duplicate acknowledgement threshold to 1 is probably
too aggressive.

To evaluate the impact of these two modifications, we performed several simulations
with STCP?. For these simulations, we used the same delays and UPC parameters as for
the second campaign of measurements, but we used a 10 milliseconds granularity for the
retransmission timer and set the duplicate acknowledgment threshold to 1. Figure 4.12
shows the throughput achieved by this modified TCP implementation.

A comparison between the simulation results (figure 4.12) with a small granularity for
the retransmission timer and our measurements (figure 4.9) does not reveal a significant
difference. When the ATM level traffic is conforming, both variants of TCP achieve the
same throughput. When the ATM traffic is only almost conforming, the TCP through-
put drops significantly in both cases. The only difference is that with a 10 milliseconds
retransmission timer TCP is able to achieve a slightly higher throughput when the ATM
level traffic is non-conforming. However, the throughput achieved in this case is at least
an order of magnitude lower than the throughput achieved with a conforming ATM traf-
fic. Simulations performed with a TCP implementation [Mah96] supporting the selective
acknowledgements [MMFR96| produced similar results.

In addition to the TCP measurements discussed in the previous sections, we also
had the opportunity to perform a detailed performance evaluation of XTPX [MMR93],
a transport protocol based on XTP v 3.6 [Eng92] in the European ATM Pilot [KB96].

5For these simulations, we slightly modified STCP so that the ATM adapter sent the ATM cells
according to the packet train model shown in figure 4.11.
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Figure 4.12: Simulations with a 10 milliseconds retransmission timer and a 48 KBytes
window

While XTPX provides much better retransmission mechanisms than TCP, it suffered from
the same drawbacks as TCP when the ATM traffic was not completely conforming. These
measurements confirm the simulations performed with a TCP implementation supporting
the selective acknowledgements. We achieved good results with the rate-based flow control
mechanism implemented in XTPX, but this mechanism is of limited use in practice since
it does not adapt dynamically to the network conditions.

4.8 Possible modifications to the UPC

The modifications discussed in section 4.7 did not significantly improve the performance
when the ATM level traffic was only almost conforming. Instead of modifying tailoring
TCP to the ATM environment, another possibility would be to adapt the ATM environ-
ment to today’s TCP implementations. This solution has been used for ATM switches
supporting the UBR service category where the switches try to discard tails or entire
AAL5-PDUs instead of individual cells when their buffers overflow (e.g. [RF95]).

To allow the endsystems to request the utilization of such packet discarding strategies
during overload in ATM switches, the ATM Forum has included a “Frame Discard” option
in the UNI 4.0 signaling protocol [For96al. When this option is selected, the network
shall discard entire or tails of AAL5-PDUs instead of individual ATM cells when overload
occurs. A similar idea could be used for the UPC. On VCs using “Frame Discard”, when
the UPC detects a cell as non-conforming, it could discard the tail of the AAL5-PDU (but
preserve the last cell of the AAL5-PDU if allowed by the traffic contract). Such a packet
discarding scheme can be easily added to a UPC with a cost of one bit per VC. Some
switch vendors already support such modified UPCs [Lin96]. Other possible modifications
to the UPC are briefly discussed in [SD97].

Simulations performed under the same conditions as the second campaign of measure-
ments did not show a significant improvement in the throughput achieved by TCP with
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the modified UPC, even with a 10 milliseconds retransmission timer granularity and a
TCP implementation supporting the selective acknowledgements. In other environments,
the modified UPC might be slightly more useful, but in any case it should not do any
harm, and thus could be used by all UPCs when the “Frame Discard” option is selected.

4.9 Management issues

In the previous sections, we have shown that it is very difficult for a transport protocol to
adapt its behaviour to a non-conforming ATM level traffic. While the quality of the traffic
shapers found on the ATM adapters have improved since we performed our campaigns of
measurements, we consider that performance problems due a non-conforming ATM level
traffic may occur in production networks, either due to hardware/software problems, or
due to limitations of the shapers.

In a production ATM network using SVCs, a shaper could work perfectly for some
PCRs and generate a non-conforming traffic with other PCRs. Diagnosing such a problem
would not be easy in a real network. In this case, the network operator could rely on the
signaling or the management protocols to identify the cause of the problem.

Concerning the signaling protocols, the ATM Forum specifications mention that a UPC
may invoke the release of a SVC when the non-conformance of the traffic is unacceptable.
However, the UNI signaling protocol does not define any specific error clause that could
precisely inform the endsystem. Thus, the RELEASE message due to a non-conformance
of the ATM level traffic will probably contain a cause value such as “temporary failure”.
Such a message would not allow the network manager to detect problems due to non-
conforming traffic.

A second possibility is to rely on the Management protocols. The ATM Forum has
defined several “management interfaces” [For94b] that are used to exchange management
information between separate administrative domains. The M3 interface is concerned
with the interactions between the management system of a private network and the man-
agement system of a public ATM network. This interface allows the manager of the
private network to access some information in the MIBs of the public network. The cur-
rent MIB defined for the M3 interface [AT94] does not contain any information related to
the conformance of the ATM traffic sent across the public UNI. Thus, the current MIB
cannot help a network manager to discover cell losses caused by policing. However, a
draft addendum to this MIB [LNST97] supports some counters related to the policing.
If deployed, these counters will probably be very useful to detect a non-conforming ATM
traffic at a UNL.

4.10 Related work

The measurements described in this chapter were performed in 1995 [BDKD95, BKD96a).
Besides us, few researchers have studied the interactions between TCP and the CBR ser-
vice category. In [DB94], measurements performed with TCP and UDP showing the
importance of a traffic shaping capability are presented. Those measurements were per-
formed in an experimental wide area ATM network. The UPC inside the wide area
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network was disabled, and a 34 Mbps VP was used for the measurements.

The SBA-200 ATM adapters used for these measurements did not yet support traffic
shaping, and the two local ATM switches had limited buffers and did not provide a traffic
shaping capability. Without the spacer-controller, [DB94] reports that the data transfer
was impossible with TCP and the default 9188 bytes MTU size. With UDP, the data
transfer was possible provided that UDP sent packets of approximately less than 1 KBytes.
The low performance of TCP and UDP in this environment was caused by the lack of
sufficient buffering and traffic shaping in the ATM LAN. When the spacer-controller was
configured with a PCR of 32 Mbps and a CDV'T of 2.788 milliseconds, the TCP became
good, and its throughput was only limited by its window size. [DB94] also briefly presents
some measurements performed where the spacer-controller enforced different PCRs, but
those measurements are not explained in details.

[CHHC95] reports experiments performed with a 1 Mbps VP in the European ATM
Pilot. For these measurements, the traffic shaping provided by the release 2.3 of the ATM
driver was too bursty and they had to use a Cisco router to perform the traffic shaping.

[MBCM95b] and [MBCM95a] present simulations showing the benefits of traffic shap-
ing when several TCP connections share a bottleneck link with some background traffic.

Since we performed our measurements, the traffic shaping capabilities of the ATM
adapters and switches have improved. Several commercially available chipsets contain
hardware-based traffic shapers (e.g. [NEC95] or [ATe97]) and ATM switches provide
traffic shaping (e.g. [Lin96]). It should however be noted concerning the ATM adapters
that while they usually support up to several thousands of VCs, they are usually able to
shape a few or a few tens of VCs (e.g. [NEC95] and [ATe97] include 16 shapers while
[PS97] supports 8 shapers). However, it should be noted that several recently announced
ATM chipsets can be reprogrammed with some firmware like the SBA-200 ATM adapters
[Inc96] and thus offer a higher flexibility and more traffic shapers (e.g. [Mot97], [Ins96] ).

4.11 Conclusion

In this chapter, we have presented the detailed results of two campaigns of measurements
[BKD96a] with TCP over the European ATM Pilot, a wide area ATM network which pro-
vided a CBR service. Our main conclusion is that in such a network, it is very important
to generate a conforming ATM traffic.

Our measurements have shown that if the ATM traffic is conforming, TCP behaves
correctly, and it is usually able to achieve a high utilization of the link. However, TCP
relies too much on its retransmission timer, and the high granularity of this timer in
most TCP implementations causes a large idle times when random losses occur. When
the ATM traffic is only almost conforming, we have shown that the UPC of the ATM
network will actually limit the length of the maximum burst. Our measurements have
shown that the performance of TCP was highly on the length of this maximum burst.
When the maximum burst size allowed by the UPC is smaller than four segments, TCP
behaves very badly. When the maximum burst size is larger than three segments, but
still smaller than the maximum window size, TCP behaves better but the utilization of
the link is still low.



Chapter 5

A critique of ABR

5.1 Introduction

In the previous chapter, we have shown that the CBR service category was able to provide
services with a guaranteed bandwidth and that TCP could benefit from this guaranteed
bandwidth provided that the ATM level traffic was conforming. However, the main draw-
back when using the CBR service category to support services with a minimum guaranteed
bandwidth is that with this service category the bandwidth reserved for one VC is not
available for the other VCs when this VC is not active. This means that a lot of band-
width can be wasted when the traffic sources are not greedy and as a consequence the
service provided by the CBR service category will usually be very expensive. To support
TCP/IP with a minimum guaranteed bandwidth, a less expensive service would be very
useful.

As mentioned in chapter 3, after the completion of the UNI 3.0 specification by the
ATM Forum, many people believed that the service categories defined this specification
were not sufficient to efficiently support TCP/IP traffic in ATM networks. To better
support data traffic in ATM networks, the ATM Forum has spent several years to define
the ABR service category. When the ABR service category was standardized in 1996,
many people believed that it would be quickly deployed in ATM networks.

However, more than two years later, the ABR service category hasn’t still really started
to be deployed. One of the reasons for the delay in the deployment of ABR is its complexity
for the ATM adapters and the ATM switches. We analyze the benefits versus cost ratio
of the ABR service category to carry TCP/IP traffic in this chapter by summarizing the
literature on this subject in section 5.2. We then evaluate in section 5.3 the complexity
of the ABR service category by considering the ABR functionality required to connect a
corporate network to a wide area public network.

5.2 TCP and the ABR service category

Many papers have studied the performance of TCP with the ABR service category during
the last few years. These papers can be divided in two groups depending on the number
of TCP connections carried inside each ATM VC. The first group studies the performance
of TCP with the ABR service category when a single TCP connection is carried inside
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each ATM VC. This corresponds to a network where workstations and servers are directly
attached to the ATM network. We will use the words “workstation traffic” to identify this
type of traffic in the remainder of this thesis. The second group studies the performance
of TCP with the ABR service category when several TCP connections are carried inside
a single ATM VC. This corresponds to a network where the workstations send traffic
through legacy LAN to routers which are attached to the legacy LANs and a backbone
ATM network. We will use the words “internetwork traffic” to identify this type of traffic
in the remainder of this thesis.

Several of these papers also compare the performance of TCP/IP over ABR with
the performance of TCP/IP over UBR. Although UBR does not provide a minimum
guaranteed bandwidth which is our focus in this thesis, the comparison between ABR
and UBR will allow us to have a closer look at the possible benefits of the ABR service
category.

5.2.1 Performance of workstation traffic with ABR

Many papers have studied the performance of workstation traffic with the ABR service
category. The papers in this category have looked at the performance of TCP with EFCI-
based or explicit-rate based ABR switches in LAN, WAN and even satellite environments.
However, to our knowledge, most of the papers in this category have considered that ABR
was only providing a best-effort service, i.e. all the ATM VCs used a zero MCR. However,
the findings of several of these papers are still worth being discussed.

Several researchers have compared the performance of TCP over UBR with the per-
formance of TCP over binary-mode ABR. In this case, the major problem to be solved
is the selection of appropriate values for the RIF and RDF parameters of the ABR traf-
fic contract. The simulations reported in [FL97, HOMM97, IKK97] show that it is very
difficult to correctly tune these parameters and although binary-mode ABR can be sup-
ported rather easily in ATM switches, it does not appear to be a suitable solution for
real networks. The comparison between binary-mode ABR and UBR shows that from an
efficiency point of view there is no significant difference between binary-mode ABR and
UBR although ABR provides a better fairness than UBR in general. [FLI7] notes that
“ABR does not provide any significant performance improvement over the less expensive
UBR-based services”. Other researchers reached similar conclusions.

The comparison between TCP over UBR and TCP over ABR has also been carried
out by several researchers [LSTT96b, AAA98, ST96] with respect to explicit-rate ABR.
In this case, the setting of the parameters of the ABR traffic contract is less an issue since
most explicit-rate switch algorithms try to avoid relying on the RIF and RDF parameters.
The performance of TCP over explicit-rate mode ABR appears to be better than over
binary-mode ABR. As with binary-mode ABR, the comparison between UBR with EPD
and explicit-rate ABR shows that TCP achieves a similar efficiency with both service
categories but that ABR provides a better fairness than UBR. However, [OA97] shows
that there are some performance problems when ABR is used to carry low bandwidth
TCP traffic. Besides this and since ABR provides a loss-free service, the performance of
TCP over ABR is mainly driven by ABR and some researchers have proposed to introduce
closer interactions between the window-based congestion control mechanism used by TCP
and the ABR rate-based mechanism by modifying TCP to change its congestion window
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as a function of the feedback (ER) received by the ATM layer. We do not expect that
such modified TCP implementations will be widely deployed.

Several papers have also studied the performance of TCP/IP over ABR with more
bursty TCP/IP traffic. These papers [HS98] [VKJT97] model bursty www applications
running over TCP. In [HS98|, the performance of explicit rate ABR is compared with the
Quantum Flow Control (QFC) credit based congestion control mechanism [All197] which is
close to the CT service category. This paper uses the ERICA algorithm [KJF197] for the
ABR switches and a simple credit allocation algorithm in the QFC switches. It only con-
siders a best-effort service since QFC does not support a minimum guaranteed bandwidth.
The simulations discussed in this paper show that ERICA and QFC provide similar per-
formance when the bottleneck links are lightly loaded, but that the performance of QFC
is better than the performance of ERICA when both the load increases and there is some
high-priority background VBR traffic. [VKJ98] also discusses the performance of TCP
over ABR with bursty www traffic. This study considers a simple network scenario with
a single bottleneck link. It focuses entirely on the ERICA+ switch algorithm [KJF+97]
for the ABR switches and shows that the buffer requirements in the bottleneck switch are
of the same order of magnitude as the bandwidth-delay product and only slightly depend
on the number of www clients and servers. [KJFT98] provides similar buffer requirements
when considering infinite TCP sources. Unfortunately, neither [HS98] nor [VKJ*97] have
UBR as a reference configuration to evaluate the real benefits of ABR with www traffic.

Due to the lack of commercial ABR adapters, all the papers discussed above have relied
on simulations to evaluate the performance of TCP over ABR. The only measurement
study that we are aware of are the experiments described in [NH98]. This paper describes
a few measurements performed in a LAN environment with two workstations, a VBR
background source and a simple explicit-rate based ABR switch with small buffers. These
measurements compare the performance of ABR and UBR and show that ABR requires
less buffer than UBR to achieve the same TCP performance. Through an appropriate
parameter tuning, they also show that TCP over ABR can outperform TCP over UBR.
However, the performance appears to be sensitive to the selection of the parameters of
the ABR traffic contract (mainly the RIF). It is unfortunately difficult to extrapolate the
results discussed in [NH98] in larger networks.

5.2.2 Performance of internetwork traffic with ABR

The utilization of ABR to efficiently support internetwork traffic has also been studied by
several researchers. One of the first papers dealing with this problem is probably [JY97].
This paper shows that when the amount of buffering in the routers is relatively small, then
UBR with EPD provides a similar performance as explicit-rate mode ABR. It then shows
that the performance of ABR can be improved provided that large buffers are used in the
routers attached to the ATM backbone. However, [JY97] also notes that providing large
buffers in these routers may not be a very cost-effective solution. Thus ABR requires large
buffers in the routers connected to the ATM network, while UBR requires large buffers
in the ATM switches but not in the routers.

[OA97] compares the performance of TCP over ABR (explicit-rate mode) with TCP
over UBR in an ISP environment. When routers are used to aggregate traffic from several
TCP connections, the simulations discussed in this paper show that ABR does not provide
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an advantage over UBR from an efficiency point of view, although ABR provides a better
fairness than UBR. As a conclusion, [OA97] notes that “UBR and ... ABR are both quite
good and there is no clear reason to prefer one over the other”.

In [MB97], a detailed comparison of the performance of ABR and UBR to support in-
ternetwork traffic is carried out through simulations. This paper compares ABR with the
ERICA switch algorithm with plain UBR and UBR with EPD. The simulations discussed
in this paper show that “from the point of view of overall TCP goodput for LAN in-
terconnection, UBR offers better performance than ABR provided that there is adequate
buffering, 8000 cells being sufficient”. According to [MB97], the main reasons for the lower
performance of ABR compared to UBR are the RM cell overhead and the increasing delay
in the routers with ABR.

In order to improve the performance of ABR with internetwork traffic, several re-
searchers [SDK98, NS97] have proposed to introduce special functions in the routers at-
tached to the ATM backbones to “translate” the ABR feedback for the TCP sources.
For example, [NS97] proposes to control the rate at which the TCP acknowledgements
are returned to the TCP sources in order to reflect the current level of congestion in
the ABR-based ATM backbone. Other researchers [SDK98] have proposed to modify the
window size of the TCP acknowledgments in transit through the router. However, these
mechanisms are rather ad hoc solutions and we do not expect them to become widely
used in real networks.

[RAGG98] proposes to use ABR VPs inside an ATM backbone to carry a large number
of UBR VCs and compares the performance of these ABR VPs with UBR VPs. The sim-
ulations discussed in this paper show that the ABR VPs provide both a higher efficiency
and a better fairness than the UBR VPs. [RAGG98]| concludes that such ABR VPs are
useful to carry a large amount of best effort traffic in backbone networks.

5.3 Requirements for ABR deployment

The literature discussed in the previous sections has shown that from a performance point
of view, the ABR service category does not necessarily provide the expected improvement
over the much simpler UBR service category if we consider only TCP/IP based best-effort
traffic.

However, even if from a performance point of view ABR does not provide a substantial
benefit over UBR to support internetwork traffic, one of the benefits of ABR for a network
operator is that it allows the operator to control the allocation of the bandwidth to the
different sources attached to the network. This type of control is not easily achieved with
the UBR service category®.

While the control provided by the ABR service category appears interesting, it does
not come without a cost. To understand the cost of ABR, let us consider an ATM-based
corporate network willing to utilize a public ABR service. In this case the complexity of
ABR will be mainly located in the following equipments :

e ATM adapters

'We note however that, with the GFR service category, the network operator has at least some control
on the distribution of the available bandwidth since each source should at least receive its MCR.
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e Private ATM switches

e Public ATM switches

The ATM adapters, either on the workstations or on the bridges or routers, which
need to support the ABR service category will be much more complex than the current
ATM adapters. For the ABR adapters, the major complexity introduced by ABR is
the processing of the RM cells and the requirement to modify the rate of all the active
VCs in response to the feedback received from the network. Due to the complexity
of the calculations required by the ABR source and destination endsystem behaviours,
a dedicated CPU or DSP will probably be required in each ATM adapter. The second
requirement is the dynamic shaper. The ABR adapter must be able to change dynamically
the rate of all its active VCs. For a server, this means that the adapter may need to
dynamically shape several hundreds or thousands of VCs?.

To evaluate the complexity of the private and public ATM switches, we first have to
look at the requirements for ABR policing.

5.3.1 The need for ABR policing

For the CBR and VBR service categories, the policing units are used to protect the
network and all the established VCs from misbehaving users. Without a UPC and with
these two service categories, a misbehaving user could completely jeopardize the QoS of
the normal VCs. Since the ABR service category includes a feedback mechanism, it is
interesting to see how an ABR network can adapt to a misbehaving user.

As an exercise, we consider a simple scenario where ABR is used to provide a best-effort
LAN interconnection service. We consider that five different companies use a public ABR
service to interconnect their respective LANs. Each LAN contains twenty TCP sources
or destinations and is connected through a router with an ABR adapter to the public
ATM network. The TCP sources reside on the LANs on the left hand side of figure 5.1
and send traffic to the destinations connected to a companion LAN on the right hand
side. We model the public ATM network with two switches and a single bottleneck link.
We assume that all the ATM links have a bandwidth of 34 Mbps. The delay on the
link between the ATM switches is set to 10 milliseconds, while the delays on the links
between the ATM switches and the routers is set to 2.5 milliseconds. The switches have
per-port output buffers of 16.000 cells while the routers are tail-drop routers with 700
KBytes buffers. Two companion routers (e.g. R1 and R1*) are always linked with one
ABR VC. The main parameters of the ABR traffic contracts of these VCs are summarized
in table 5.1. We used a value of 1 for RIF to ensure that the routers are able to respond
immediately to the explicit-rate feedback sent by the network and we set the ICR and
the MCR, to 1000 cells per second (424 Kbps) to ensure that each router is always able to
send some traffic. The sum of the MCRs of the routers was only % of the bottleneck link.
The value of the RDF is irrelevant since the ATM switches we use for the simulations do
not set the CI bit.

2 At this point, it is worth to recall that, as already mentioned in section 4.10, most of the currently
available ATM adapters are only able to shape a few CBR VCs. Shaping a large number of concurrent
VCs, even at a fixed rate is not a common feature in today’s ATM adapters.
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1: The five routers ABR scenario

Characteristics of the ABR VCs

Parameter Value
PCR 34 Mbps
MCR 424 Kbps
ICR 424 Kbps
RIF 1
RDF N/A

The ATM switches use the ERICA+ algorithm [KJFT97] to calculate the feedback

to be sent in the backward RM cells. The ERICA+ algorithm is an explicit rate switch
algorithm which modifies the ER field of the backward RM cells, but does not modify
the CI or NI fields of the RM cells. Like most ABR switch algorithms, ERICA+ assumes
that the cells from all the ABR VCs directed to the same output link are multiplexed
in a single FIFO buffer. A detailed description of ERICA+ is outside the scope of this
thesis, but may be found in [KJF*97]. For this simulation study, we use the parameters
recommended by the designers of ERICA+ for a WAN network (table 5.2).

Table 5.2: Parameters for the ERICA+ algorithm

Parameter Value

Measurement window 2 milliseconds

a for load averaging 0.0625

0 decay factor for VC 0.25

contribution averaging

Queue control option Enabled
(a=1.15, b=1.05)

Empty time 1 millisecond

Queue Drain Limit Factor 0.5
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Instead of following exactly the source endsystem rules [For96c|, we consider that there
is one misbehaving router which always transmits at a higher rate than the ER conveyed
in the backward RM cells sent by the network. We model this misbehaving router by
assuming as in [WPMO97] that it computes its transmission rate as shown in equation 5.1
where Mgqctor is @ number larger than or equal to one.

rate = min(Myecror X min(rate, ER), PCR) (5.1)

As a verification, we first considered the case where all the routers follow the ABR
source and destination endsystem rules correctly (i.e. Mjae0r = 1 for the misbehaving
router). In this case, all the routers attached to the ABR network receive the same
feedback from the network, and transmit at the same rate (about 6.8 Mbps). The total
TCP goodput of the twenty TCP sources attached to each router is equal to 5.6 Mbps.
There are some packet losses in the routers, but ERICA+ is able to perfectly control
the queue length on the ATM switches and no packets are lost in these switches. Thus
ERICA+ behaves correctly in this case.

To evaluate the influence of a misbehaving router, we set the Myycor 0f one of the
routers to 1.5. This means that the misbehaving router will always try to transmit
at a rate which is 50% larger than the ER feedback received from the network. The
simulations performed with this misbehaving router show that by using this strategy this
router is able to steal bandwidth from the well-behaving routers. Figure 5.2 compares
the transmission rate of the misbehaving router with the transmission rate of a normal
router. This figure shows clearly that the misbehaving router always transmit at a higher
rate than the normal routers. After about 30 seconds, the rates of the misbehaving and
the normal routers stabilizes at around 16 Mbps for the misbehaving router and 4 Mbps
for the normal routers. Even with such a misbehaving router, the ERICA+ algorithm
was able to correctly control the buffer occupancy on the ATM switches and no cells were
lost in these switches.
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Figure 5.2: Impact of the misbehaving router

This simple simulation shows clearly that, at least with the ERICA+ switch algo-
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rithm, a source can receive a large fraction of the available bandwidth when it does not
follow correctly the source endsystem rules. Furthermore, there is a kind of “unwanted
cooperation” between the misbehaving source and the ERICA+ algorithm which forces
the normal sources to transmit at a much lower rate than their fair share. Thus, ERICA+
favors the misbehaving router at the detriment of the well behaving routers.

We believe that most of the switches designed to work with all the cells from all the
ABR VCs in a single FIFO queue also suffer from problems when confronted with such
misbehaving sources 3. For some of these algorithms, the problem might be that cell loss
occurs inside the ATM networks. This is typically the case for switch algorithms which do
not take the queue length into account (e.g. ERICA). Others may behave like ERICA+,
i.e. the switch provides a loss-free service, but the misbehaving source is favored over the
well behaving sources.

This simulation clearly shows that some form of protection from misbehaving sources
will be required in public networks which support the ABR service category. This pro-
tection can either be implemented as an ABR policing unit at the ingress of the public
network or by using ATM switches with Virtual Source/Virtual Destination (VS/VD)
capabilities at the ingress of the public network.

Let us first discuss the impact of the utilization of ABR policing at the ingress of the
public network. As already mentioned in section 3.5.3, the ATM Forum and the ITU-
T have defined conformance definitions [For96¢| [ITU97] for the ABR service category.
These conformance definitions should be the basis for the development of ABR policing
units. It should however be noted that these conformance definitions are much looser
than the conformance definitions used for the CBR and VBR service categories. The
conformance definition for these two service categories is a precise algorithmic description
of the traffic contract. It can thus be used to identify whether a source obeys completely
to the negotiated traffic contract. With the ABR service category, the conformance def-
initions proposed in [For96¢| and [ITU97] are only an approximation of the source and
destination endsystems rules defined in [For96c]. The ABR conformance definitions are
currently only capable of verifying whether the endsystems respond correctly to the ER
imposed by the network in the backward RM cells, but not the CI and NI fields. The ABR
conformance definition is neither capable of verifying whether the endsystems applies the
RIF, RDF and other parameters of its traffic contract. This implies that, even when ABR
policing is used at the ingress of the public network, the public ATM switches can only
use explicit-rate switch algorithms which do not rely on the CI and NI fields of the RM
cells.

If ABR policing is deployed at the ingress of the public network, it can be expected
that it will be used with relatively low 71, 7 and 73 tolerances in order to efficiently
protect the network from misbehaving users. However, these low tolerance values will in
practice impose a reshaping of the ABR traffic at the egress of the corporate network. To
perform this shaping, the ATM switches of the corporate network attached to the public
network will have to implement the VS/VD capabilities.

3Switch algorithms based on the Virtual Source/Virtual Destination (VS/VD) principle [KJJ*98]
[RAGGY8] [Cis98] [GCIT98] or relying on per-VC queuing and scheduling such as the algorithm proposed
recently in [CW97a] should be able to reduce the impact of a misbehaving source since they isolate the
traffic from the different VCs. However, these switches are much more complex than the FIFO-based
switches which are usually considered to support the ABR, service category.
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The other option for a public network operator would be to use ATM switches with
VS/VD at the boundaries between administrative domains. Since these switches break
the ABR feedback loops, they should be capable of correctly protecting the network and
the well-behaving sources from misbehaving sources, but they are much more complex
than the simple FIFO-based switches.

5.4 Conclusion

In this chapter, we have first summarized the literature on TCP /IP with the ABR service
category and shown that the benefits of ABR over UBR were questionable. Thus, from
a pure performance point of view, the benefits of ABR when carrying TCP/IP traffic are
not as high as initially expected.

We have then studied the complexity of ABR and shown that to deploy ABR in public
networks, either private or public ATM switches with VS/VD capabilities were required
to cope with policing or misbehaving users. Since these switches need to implement
the complete ABR source and destination endsystem behaviours for potentially a large
number of VCs, it can be expected that they will be much more complex than ATM
switches which only support the classical service categories (i.e. CBR, VBR and UBR).

While ABR will probably be deployed in some corporate networks, for instance to
support non-TCP/IP traffic and inside public ATM networks to control the best-effort
traffic at VP-level, we do not believe that ABR will be widely deployed and thus the
dream of having end-to-end ABR VCs [Rob97] in an ATM-based Internet will probably
never become a reality.
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Chapter 6

TCP and the VBR service category

6.1 Introduction

In the previous chapter, we have shown that the complexity of the ABR service category
was a big burden towards its deployment, especially in public networks. Due to this
complexity, there is few hope that ABR will become widely available. To efficiently
support TCP/IP services with a minimum guaranteed bandwidth, we have to look at
other service categories. We have already shown the limitations of CBR service category
in chapter 4. In this chapter, we evaluate whether the VBR service category can be used
to efficiently support services with a minimum guaranteed bandwidth.

This chapter is structured as follows. We first briefly describe in section 6.2 the most
common implementation to support the VBR service category in ATM switches. Then we
discuss in section 6.3 measurements carried in an ATM LAN to evaluate the suitability of
the VBR service category for workstation traffic. We then rely on simulations to perform
a similar analysis with internetwork traffic in section 6.4. Finally we discuss some related
work in section 6.5.

6.2 VBR switch implementations

A typical first generation ATM switch which only supported the CBR service category
contained a few tens or perhaps a few hundred cells of buffers and relied solely on the UPC
at the ingress of the network and on its Connection Admission Control (CAC) algorithm to
ensure a loss free operation. These small buffers are not sufficient to efficiently support (i.e.
with a high statistical multiplexing gain) the bursty VBR traffic in ATM switches. Thus,
most switches which support the VBR service category use buffers containing several
thousand or several tens of thousand cells.

While the CBR service category is now completely transparent to the CLP bit, the
VBR service category supports two possible utilizations of this bit. The first utilization
is similar to the CBR service category, i.e. the CLP bit is completely transparent for the
network and the QoS commitments of the network in terms of cell losses are applicable
for the CLP=0+1 cell flow. This corresponds to the VBR.1 conformance definition. To
fulfill the QoS commitments, the switches should not discard any cells from VBR.1 VCs.

The second utilization corresponds to the VBR.2 and VBR.3 conformance definitions.
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With these conformance definitions, the QoS commitments of the network in terms of
cell losses apply only to the CLP=0 cell flow. For the ATM switches inside the network,
there is no real difference between the two conformance definitions. In both cases, the
switch should not discard CLP=0 cells, but they can discard CLP=1 cells when congestion
occurs.

To provide a low CLR for CLP=0 cells, most ATM switches implement the Partial
Buffer Sharing (PBS) [KHBGO1] buffer acceptance algorithm. This algorithm (figure 6.1)
keeps track of the occupancy of the buffer used for the VBR cells and accepts new CLP=1
cells provided that the buffer occupancy is below a predefined threshold (P BSipreshold)-
The value of this threshold is determined by the CAC algorithm and depends on the
burstiness of the established VBR VCs.

Cell arrival on VC[i] :

switch(conf _def (VC[i]))

{

case VBR.1:
if (BOccupancy = BSize)
discard(cell);
else
accept(cell);
break;
case VBR.2:
case VBR.3:
if (BOccupancy = BSize)
discard(cell);
else
if (BOccupancy < PBSihreshotd) OR (IsCLPO(cell))
accept(cell);
else
discard(cell);
break;

Figure 6.1: Sample buffer acceptance algorithm for a VBR switch

Other buffer acceptance algorithms have been proposed in the literature. Another
largely discussed solution to support the VBR service category is the pushout buffer
acceptance algorithm [KHBG91] where an arriving cell may replace a cell which is already
in the buffer. Although simulations and analytical studies have shown that pushout
provides a better performance than PBS, pushout is difficult to implement at high speed
and most switches rely only on PBS.

In this chapter, we will not consider the VBR.1 and VBR.2 conformance definitions.
The main drawback of the VBR.1 conformance definition is that the endsystems are not
allowed to transmit at a higher rate than their reserved bandwidth (SCR,MBS), even when
the network is not congested. Thus, although it allows a slightly more bursty traffic, the
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VBR.1 conformance definition will provide a similar service as the CBR service category
provided that the endsystems fulfill their traffic contract. We do not consider the VBR.2
conformance definition because we are not aware of ATM adapters which are able to tag
the cells which are transmitted in excess of the reserved bandwidth (SCR,MBS) to respect
the VBR.2 conformance definition.

6.3 Workstation traffic over VBR

As a first evaluation of the suitability of the VBR service category to efficiently support
workstation traffic, we carried several measurements in a simple ATM LAN during the
first half of 1996. Although these measurements are limited by the available equipments,
they will allow us to gain a good understanding of the interactions between TCP and the
VBR service category.

6.3.1 Measurement environment

Our measurement environment (figure 6.2) is based on the measurement environment used
in chapter 4. For the VBR measurements, it consisted of two Sparc 10 class workstations
and one ASX-200BX ATM switch from Fore Systems. The two workstations were running
SunOS 4.1.3_U1 and were connected to the ASX-200BX with 155 Mbps links. The sending
workstation used a Fore SBA-200 ATM adapter, while the receiving workstation used a
more recent Fore SBA-200E ATM adapter. They both used release 4.0 of the ATM
driver. We used the same SunOS 4.1.3_.U1 TCP implementation as for the measurements
discussed in chapter 4, but we fixed the fast retransmit bug for the measurements discussed
in this chapter.

Due to the limited size of our ATM LAN, we could not multiplex the VBR VCs from
several workstations on a single bottleneck link. Instead, we considered a worst case,
but not unrealistic, scenario for the VBR service category. With the PBS-based switch
implementations, the value of the PBSiuesnoia is usually chosen by the CAC algorithm
in order to meet the QoS commitments for the established VCs. If the traffic contracts of
the established VCs allow a large burstiness, then the CAC algorithm will have to reserve
most, if not all of the buffer, for the CLP=0 cells. In this case, the value of the PBS;preshoid
will be close or equal to zero. This is the case we consider for our measurements. However,
instead of changing the PBSi esnoq 0f our switch manually, we configured its UPC to
discard the non-conforming cells. This setting results in the same behaviour as a UPC
which tags the non-conforming cells according to the VBR.3 conformance definition and
a PBS-based switch which discards all the CLP=1 cells since in both cases the CLP=1
cells are discarded.

For our measurements, we established one bi-directional PVC between the two work-
stations. There was no other ATM traffic through the switch during our measurements,
and thus there was no congestion inside the switch. We choose a Peak Cell Rate of 155
Mbps (i.e. one cell every 2.726 usec which is equal to the physical line rate), no specified
allowed Cell Delay Variation for the Peak Cell Rate, a Sustainable Cell Rate of 10 Mbps
(i.e. one cell every 42.4 usec) for the VBR traffic contract. We then varied the Maximum
Burst Size during the measurements.
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Figure 6.2: Measurement environment

Our measurements were performed in the environment shown in figure 6.2 with the
standard ttcp [SM84] measurement tool. Each measurement was reproduced several
times, and consisted in the memory-to-memory transfer of 4 MBytes of data in 16 KBytes
long buffers. We enabled the TCP_DEBUG option for all the TCP connections to gather
some packet traces. The receive and transmit window sizes were always set to 49152 bytes
on both the sender and the receiver. By using the same transmit and receive windows
on both workstations, we avoid the deadlock problems with SunOS 4.1.3_U1 discussed in
[MG95]. The round-trip-time measured by ping with small packets between the sending
and the receiving workstation is about 1800 usec.

6.3.2 First Measurements

For our first measurements, we varied the MTU size used by IP over ATM. The selected
MTU sizes correspond to the most commonly used MTU sizes for IP over ATM!. We also
varied the Maximum Burst Size enforced by the UPC.

We choose 1000 cells as the minimum value for the MBS since we have already dis-
cussed in chapter 4 how TCP behaves when a UPC enforces a MBS corresponding to only
a few packets. We choose 4000 cells as the maximum value for the MBS since our ASX-
200BX (whose CAC algorithm is based on [GAN91] ) could not establish (and associate
QoS guarantees to) one ATM VC with a MBS much larger than this value.

The results of our first measurements (figure 6.3) were disappointing. We established
one 10 Mbps VBR VC through the switch to benefit from QoS guarantees, and the
throughput achieved by TCP with the larger M'TU sizes is below 1 Mbps. The throughput
achieved by TCP with an MTU size of 552 bytes is slightly higher, but still far from
satisfactory. This is obviously a too small utilization of the resources reserved for the 10
Mbps VBR VC.

A look at the packet traces gathered during the measurements revealed that TCP sent

1552 bytes corresponds to the default segment size used by TCP in the wide area, 1500 bytes corre-
sponds to an Emulated Ethernet [For95], 4832 bytes to an Emulated TokenRing[For95], and 9188 bytes
is the default MTU size for IP over ATM[Atk94]
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Figure 6.3: First Measurements with TCP

bursts of packets separated by an idle time of roughly one second. The TCP statistics
reported by netstat -s showed a large number of retransmitted packets.

The packet losses which caused this large number of retransmissions are due to non-
conforming cells being discarded by the UPC. This can be explained by looking at the
behaviour of our ATM adapter and at the GCRA used by the UPC. The large idle times,
which caused most of the throughput drops, are due to the implementation of TCP’s
retransmission timer in SunOS and BSD-derived implementations and will be discussed
later.

Explanation for the packet losses

To explain the packet losses, we can consider the packet train model shown in figure
6.4. This model is close to the behaviour of our ATM adapters. When a TCP packet is
sent by the SunOS kernel, it is encapsulated inside one IP packet and passed on to the
ATM driver. The driver enqueues this AAL-SDU and then wakes up the firmware of the
ATM adapter. The AAL5 segmentation is performed inside the ATM adapter before the
transmission of the corresponding ATM cells on the output link. In our environment, the
transmission of one AAL-PDU by the ATM adapter took less time than the generation of
the TCP/IP packet and the ATM driver processing. Thus, two consecutive AAL-PDUs
were always separated by some idle time on the output link.

The ATM traffic was always conformant to the PCR, as we set the PCR of the traffic
contract to the PCR of the 155 Mbps link. Thus, all the cells discarded by the UPC were
discarded due to a non-conformance with the SCR and MBS parts of the VBR traffic
contract. From the specification of the GCRA and the packet train model, it can be
shown that a sequence of p AAL-PDUs separated by an inter-PDU time I,,, with each
packet containing c cells, will be compliant with the traffic contract enforced by the GCRA
if, considering that the UPC is in the idle state upon arrival of the first cells :

Vk=0..(p—1),¥j = 0...(c— 1) :
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Figure 6.4: Packet Train Model

(kxc+j)xTscr <k x(ecx2726+1,)+j x 2.726 + Tscr (6.1)

In an ATM LAN, the behaviour of TCP is very close to this packet train model.
We were not able to measure the Inter-AAL-PDU time directly, as this would have had
required an ATM analyzer which was not available where we performed our measurements.
Instead we measured the Inter-AAL-SDU time with a modified (but older - release 2.2.9)
Fore ATM driver. This modified driver [BKD96a] is able to log in a kernel table a
timestamp and some related information for each AAL-SDU sent or received by the driver.
When we used TCP with this modified driver, the timestamps showed that there were
some variations in the Inter-AAL-SDU times. These variations occurred, e.g. when TCP
had to process one received acknowledgment or fetch some data from the user process’
buffer. However, 600 usec and 900 usec appeared as reasonable estimations for the Inter-
AAL-SDU times with respectively the 4832 and 9188 bytes MTU sizes . This corresponds
to respectively 324 and 376 usec for I,, and to raw throughputs of respectively 71 Mbps
and 90 Mbps.

The packet traces have shown that TCP transmitted burst of packets separated by
an idle time of roughly one second. Figure 6.5 compares the maximum burst length (in
packets) predicted by the packet train model with the average burst size found during the
measurements. The model seems to be a good approximation of the measured values. The
main reason for the difference between the measurements and the model is the slow-start
mechanism used by TCP. When TCP starts to transmit after the expiration of its re-
transmission timer, it sends one packet and waits for the corresponding acknowledgement
before sending the second one. In this case, the time to wait for the acknowledgement is
larger than I,,. When the acknowledgement for the first packet is received, TCP sends two
packets and waits for the corresponding acknowledgements... Since the round-trip-time
is very small in our LAN, the behaviour of TCP becomes aligned with the model when
the congestion window reaches between 2 and 4 packets.

It should be noted that with a regular traffic such as the one shown in figure 6.4, once
the UPC has accepted a burst of maximum length sent at the PCR, it will discard cells
from all the subsequent AAL5-PDUs sent at the PCR until the link has been idle for a
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Figure 6.5: Comparison between the measurements and the packet train model

sufficient amount of time. The UPC will only accept a new entire AAL-PDU of ¢ ATM
cells sent at the PCR if the link has been idle for at least ¢ X (T'scr — Trcr)usec (e.g. 7.6
msec with the 9188 bytes MTU in our environment). The Inter-AAL-PDU time measured
with our ATM adapters is much smaller than this value.

With the smaller MTU sizes, the agreement between the model and the measurements
was not so good, especially with the 552 bytes MTU. This is probably because the work-
stations are more heavily loaded with these small MTU sizes. In this case, the assumption
of a constant Inter-AAL-PDU time is not valid anymore.

Explanation for the large idle times

The large idle times, which resulted in a low throughput, are due to the particularities of
the implementation of TCP’s retransmission timer in SunOS and BSD-derived implemen-
tations [WS95]. In BSD-derived implementations, this retransmission timer is handled
by the tcp_slowtimo routine which is called every 500 msec by the kernel [LMKQ89].
On each invocation, this routine checks for all the active TCP connections whether the
retransmission timer has expired or not, and it invokes the tcp_send routine for each
TCP connection whose retransmission timer has expired.

During our measurements, TCP transmitted a burst of packets. Cells from the last
packets of this burst were discarded by the UPC, and TCP had to wait for the expiration of
the retransmission timer to retransmit the lost packets. As the minimum value for TCP’s
retransmission timer is two 500 msec periods, the sender had to wait for approximately
one second between two bursts of packets [BKD96a].

A look at the packet traces revealed that sometimes the idle time jumped to two
seconds instead of one. These larger idle times were caused by the loss of one retransmitted
packet. When one retransmitted packet is lost, TCP’s retransmission timer is doubled
(exponential back-off), and this explains the larger idle time. The loss of one retransmitted
packet was caused by the corruption of the corresponding AAL5-PDU by unreassembled
cells from previously transmitted AAL5-PDUs. These losses could have been avoided
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with the optional AAL5 reassembly timeout (RAS) defined in [ITU91], but this timeout
was not supported by our ATM adapters [Cyp96].

We would like to point out that if we had used several TCP connections from the
same workstation multiplexed into one VBR VC instead of a single TCP connection, the
utilization of the VC would not have improved significantly. Assuming that these TCP
connections start at random times, each connection will transmit one burst of packets and
then the loss of the last packets of the burst will force it to wait for the expiration of its
retransmission timer. Unfortunately, the retransmission timer will expire at the same time
for several connections, and all these connections will start to retransmit together. A few
packets will be retransmitted for each connection, before they will all be forced to wait for
the expiration of their common retransmission timer. Obviously, such a synchronization
among several connections will not lead to a better utilization of the VBR VC.

6.3.3 Possible Changes to the TCP Implementation

The TCP implementation used in SunOS 4.1.3_U1 is a production quality implementation
which has been highly optimized during the years [MKK94]. It is representative of a wide
range of currently available BSD-derived implementations. However, it does not contain
all the TCP modifications which have been proposed recently. We discuss the impact of
some of these modifications in the following sections.

Reducing the granularity of TCP’s retransmission timer

The 500 msec granularity for the retransmission timer is obviously too large for the ATM
environment. The current release of Solaris uses a 200 msec granularity for the retrans-
mission timer [Ste94], and a 50 msec granularity for the delayed acknowledgment timer.
We modified SunOS 4.1.3_U1 to use these smaller timer granularities. The measurements
with these lower timer granularities (figure 6.6) showed that the throughput achieved by
TCP almost doubled. With a MTU size of 552 bytes, TCP achieved a throughput of
almost 6 Mbps with a MBS of 4000 cells, but only 2Mbps with a MBS of 1000 cells. With
the larger MTU sizes, the TCP throughput was lower than 2 Mbps.

In SunOS 4.1.3_U1, any kernel timeout, including TCP’s retransmission timer, depends
on the softclock [LMKQS89| routine which is invoked by a clock interrupt every 10
msec. Thus, the minimum value for the retransmission timer in SunOS 4.1.3_U1 is 10
msec?. Figure 6.7 presents measurements performed with a 10 msec retransmission timer.
For these measurements, we disabled the delayed acknowledgment timer in the receiver
because this timer should ideally have a value smaller than the retransmission timer in
order to avoid inaccuracies in the round-trip-time estimation.

From figure 6.7, one could conclude that the granularity of the retransmission timer
should be set to 10 msec and that all the problems will be solved. This is not entirely true.

2We would like to point out that this value is much higher than the 100 usec value used in some
simulation studies [RF95]. To provide such a 100 usec retransmission timer in BSD-derived implemen-
tations, the kernel should process one clock interrupt every 100 usec. This would be very difficult with
today’s workstations and operating systems given the high cost of switching from user space to kernel
space [Ous90]. Some kind of hardware support for the retransmission timer would probably be necessary
to achieve such a 100 psec retransmission timer with BSD-derived implementations.
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Figure 6.6: Measurements with a 200 msec granularity for the retransmission timer

The high throughput achieved with this low granularity is unfortunately accompanied by
a huge number of retransmitted packets as shown by figure 6.8. This figure compares the
number of retransmitted packets (reported by netstat -s) with the 500 msec, 200 msec
and 10 msec retransmission timer granularities and a MTU size of 9188 bytes.
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Figure 6.7: Measurements with a 10 msec granularity for the retransmission timer

We would like to point out that to transmit 4 MBytes of data, TCP must transmit
459 data packets with a MTU size of 9188 bytes. Thus, with the MBS set to 1000 cells
and a 10 msec retransmission timer, 80% of the data packets are retransmitted. With
the MBS set to 4000 cells, the percentage of retransmitted packets drops to 40% with the
10 msec retransmission timer, and 20% for the 200 and 500 msec retransmission timers.
These high percentages of retransmissions show clearly that TCP, by itself, cannot adapt
its behaviour to a VBR traffic contract in an ATM LAN.

The throughput drop which appeared with the MBS set to 2000 cells and a MTU size
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of 9188 bytes is linked with a kind of race condition. The TCP packet traces revealed an
almost periodical behaviour. TCP first sent a burst of about 15 packets. Cells from the
last 5 packets of this burst were discarded by the UPC. At that time, TCP’s retransmis-
sion timer was set to 20 msec (the minimum value). The first retransmitted packet was
corrupted with cells from previous incompletely reassembled packets, and thus discarded
by the ATM adapter of the receiver. As this retransmission failed, the exponential back-
off algorithm set the retransmission timer to 40 msec. The packet sent after the expiration
of this timer was acknowledged by the destination. The sender performed slow-start, and
successfully retransmitted the other 4 previously transmitted packets. The acknowledg-
ments corresponding to these 4 packets did not update the value of TCP’s retransmission
timer as specified by Karn’s algorithm [KP87]. Unfortunately the next packets were dis-
carded by the UPC, and thus did not reach the destination. TCP’s retransmission timer
expired after 80 msec. The first retransmitted packet was discarded by the ATM adapter
of the receiver as the corresponding AAL5-PDU was corrupted with cells from the pre-
viously transmitted, but unreassembled, AAL5-PDUs. After 160 msec of idle time, TCP
attempted a new retransmission. This retransmission was successful, and TCP was able
to send a burst of about 15 packets...

With the other MTU sizes and MBS, the retransmission timer did not reach such a
high value. This throughput drop would have been avoided with the timestamp options
specified in [JBB92| as when these options are used, TCP can update its retransmission
timeout, even when it receives acknowledgments corresponding to retransmitted packets.
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Figure 6.8: Number of retransmitted packets with the various retransmission timer gran-
ularities

Other retransmission strategies

As already mentioned, TCP’s retransmission capabilities are probably one of its weakest
points. In our environment, the fast retransmit algorithm was not sufficient to recover
from the losses caused by the UPC, even when we set the duplicate acknowledgments
threshold to 2. This is due to the fact that there was no long enough idle time between
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the last data packet transmitted and the retransmitted packet, and thus cells from the
retransmitted packet were also discarded by the UPC.

The other enhancements to TCP’s retransmission algorithm proposed recently like
TCP Vegas [BOP94], [LK98] or the new selective acknowledgments option [MMFR96]
would not have significantly changed the results of our measurements as all these strategies
try to retransmit the lost packet as soon as possible. In a wide area network, however,
these improved retransmission algorithms would probably be much more useful. In a
LAN, a retransmitted packet will probably be discarded by the UPC since this packet
will immediately follow a burst of packets. In a WAN, the larger round-trip-time implies
that the link could be idle during a short period of time and thus a retransmitted packet
could be declared conforming by the policing unit.

Traffic shaping

Our measurements have shown that TCP by itself cannot adapt its behaviour to a VBR
traffic contract. To fully benefit from the VBR traffic contract with TCP, some additional
support would be needed from the ATM driver or adapter. A solution could be to imple-
ment a dual-leaky bucket inside the ATM driver or adapter and to use this leaky bucket
to shape the ATM traffic according to the VBR traffic contract. Our ATM adapters did
not provide such leaky buckets in 1996, but when we set the cell rate of the ATM adapter
to 10.000 Kbps3(i.e. the SCR of the traffic contract), TCP achieved a good utilization of
the VBR VC (figure 6.9) with the default 500 msec retransmission timer.
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Figure 6.9: Measurements with the PCR of the ATM adapters set to 10.000 kbps

With the large MTU sizes, the throughput reached about 90% of the theoretical max-
imum if we take into account the overheads of the ATM cell header, AAL5 trailer and IP
and TCP headers. There were no packet losses during the measurements with the 1500,

30f course, by setting the cell rate of the ATM adapter to the SCR of the traffic contract, we do not
benefit from burstiness allowed by the VBR traffic contract, but this was the only solution usable with
our ATM adapters. In a production network with similar ATM adapters, it may be easier to use the
CBR traffic contract instead of the VBR traffic contract when QoS guarantees are required.
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4832 and 9188 bytes MTU sizes. This is in contrast with the measurements with the
10 msec retransmission timer (figure 6.7), where the percentage of retransmitted packets
was very high. With a MTU size of 552 bytes, the achieved throughput is below 6 Mbps.
This is due to the fact that with this MTU size, the receiving workstation has difficulties
to sustain the load, and it drops some received packets. Indeed, 6 Mbps is the highest
throughput we achieved with TCP, a M'TU size of 552 bytes, a window size of 49152 bytes
and the default 500 msec retransmission timer in our environment, even when the UPC
was disabled.

This traffic shaping could also be implemented inside the ATM driver with a rate
control at the AAL5-PDU level *. A regular flow of ¢ cells long AAL5-PDUs (figure 6.4)
will be conforming with a VBR traffic contract provided that the idle time (I,) between
successive AAL5-PDUs verifies [For93| the following equation :

c=1+ Lmin(fp — Tscr,Tscr)/(Tscr — Tpcr) | (6.2)

It should be noted that the value of I, given by equation 6.1 is valid when the source
sends a regular flow of ¢ cells long AAL5-PDUs at the PCR during an infinite amount of
time. For example, with a MTU size of 9188 bytes (192 cells) and the VBR traffic contract
used for our measurements, the minimum value of I, is 7.6 msec. If the source sends its
cells with a cell period larger than Tpcg, the minimum value of I, will be smaller. If
the source sends bursts of a few AAL5-PDUs, I, can be smaller provided that the idle
time between successive bursts is large enough. Indeed, the VBR traffic contract allows
a source to send bursts of MBS cells at the PCR provided that the idle time between
two successive bursts is at least equal to 7gcg . If a rate control mechanism had to be
implemented in SunOS, it could be controlled with a routine invoked by softclock every
10 msec [KB96]. If necessary, it could be possible to control both the cell rate of the ATM
adapter and the Inter-AAL SDU time.

6.4 Suitability of VBR for internetwork traffic

In the previous section, we have studied the performance of TCP/IP over VBR when
considering workstation traffic. We have shown that TCP had huge difficulties to benefit
from the VBR service category. In this section, we use simulations to study the suitability
of the VBR service category to efficiently support internetwork traffic.

For this, we consider a network environment where routers are interconnected through
a wide area ATM network (figure 6.10). This ATM network is composed of E-3 (34 Mbps)
links. The two ATM switches are linked with one E-3 link and ten routers are attached
to this ATM backbone with 34 Mbps links. The delay on the link between the ATM
switches is set to 10 milliseconds, while the delays on the links between the ATM switches
and the routers is set to 2.5 milliseconds. The ATM switches use a PBS-based switch
implementation and 16000 cells of buffers per port.

The ten routers are tail-drop routers with 700 KBytes of buffers and one ATM adapter.
Each router is attached to one corporate LAN and we model each corporate LAN by

4Such a software-based shaper has also been proposed and implemented on top of an AAL5-driver in
[LAH97] and in a native ATM transport protocol in [AKS96].
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Figure 6.10: Simulation environment for internetwork traffic

considering that twenty workstations are attached to the router with point-to-point 10
Mbps links®’. We only consider one-way traffic and assume that all the TCP sources
are attached to the routers on the left side of figure 6.10 (R1-R5) and that the TCP
destinations are attached to the routers on the right side (R1*-R5*) of the figure. The
routers are grouped by pairs and all the workstations attached to one router send traffic
to workstations attached to its companion router. For example each of the workstations
attached to R1 send traffic to a workstation attached to R1*. The TCP sources are file
servers which continuously send a 1 MByte file. The TCP window sizes of the workstations
is set to 64 KBytes and the MSS is set to 1460 bytes (the default MSS size for TCP over
Ethernet). We use a 200 msec granularity for the retransmission timer and a 50 msec
granularity for the delayed acknowledgment timer.

One VBR VC is established between two companion routers. All the VBR VCs have
the same PCR (34 Mbps), but we vary the SCR, as shown in table 6.1. The VBR traffic
contracts of these VCs are enforced by a UPC which tags the non-conforming cells at the
ingress of the network.

Table 6.1: Internetwork traffic : characteristics of the VBR VCs

VC PCR SCR Router-router
delay
R1-R1* | 34 Mbps | 2 Mbps 15 msec
R2-R2* | 34 Mbps | 4 Mbps 15 msec
R3-R3* | 34 Mbps | 6 Mbps 15 msec
R4-R4* | 34 Mbps | 8 Mbps 15 msec
R5-R5* | 34 Mbps | 10 Mbps 15 msec

We performed two types of simulations in this environment. We first consider a worst-
case scenario in section 6.4.1 by setting the PBSip esnoiq t0 zero. Then, we consider a less
congested network in section 6.4.2 and allow the PBSy esnoiq to be positive.

5These point-to-point links are used to model a 10 Mbps switched-Ethernet LAN.
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6.4.1 Simulations with congested switch buffers

When the ATM switches cannot accept any CLP=1 cells, the simulations show that the
workstations attached to each router have several difficulties to benefit from the bandwidth
reserved on the VBR VCs in the ATM network. Figure 6.11 compares the total goodput
of the twenty workstations attached to each router with different values for the MBS
with the “ideal total goodput”. The “ideal total goodput” is the SCR of the VBR VCs
minus the ATM, AAL, IP and TCP overheads. The “ideal goodput” thus assumes that
no packets are retransmitted.
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Figure 6.11: Internetwork traffic with congested switch buffers

With a MBS corresponding to one maximum size IP packet (32 cells in our environ-
ment), the data transfer was almost impossible for all the workstations. The goodput
achieved by the workstations attached to the different routers in this case was very low
and all the workstations transmitted a few data packets and were waiting for the ex-
piration of their retransmission timeout for the remainder of the time. With an MBS
corresponding to two IP packets (64 cells), the performance was much better, but still
far from satisfactory. The workstations attached to the 2 Mbps router® achieved a total
goodput of 450 Kbps while the total goodput for the workstations attached to the 10
Mbps router reached 2 Mbps. With a much larger MBS (e.g. 1600 cells), the worksta-
tions attached to the 2 Mbps router were almost able to efficiently utilize their VBR VC,
but the total goodput for the workstations attached to the 10 Mbps router was still lower
than the capacity of their VC.

When comparing these simulations with the measurements discussed in section 6.3.1
it appears that the VBR service category provides a better, but still not satisfactory,
performance with internetwork traffic than with workstation traffic. The measurements
have shown that the main reason for the low performance of TCP in the ATM LAN we
considered was the TCP retransmission timer. When the traffic on the ATM VC comes
from several independent workstations, the inefficiency of the TCP retransmission timer is

6By 2 Mbps router, we mean the router (R1) with a 2 Mbps ATM VC.
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less severe since one workstation can be active while another is waiting for the expiration
of its retransmission timer.

6.4.2 Simulations with lightly congested switch buffers

When the value of the PBSyesnoq is sufficiently large to accept some CLP=1 cells, the
performance of TCP/IP is much better. Figure 6.12 shows the total goodput achieved by
the workstations attached to each router with a PBSy,,eshoia Set to 6000 cells. The total
TCP goodput is much better than when PBS;presnoia Was set to zero, but the simulations
reveal an interesting behaviour. The workstations attached to the 2 Mbps router always
achieve a much higher goodput than their ideal total goodput, while the workstations
attached to the 10 Mbps router cannot reach their ideal total goodput. This behaviour is
obviously not desirable.
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Figure 6.12: 5 routers scenario with VBR.3

The relatively low performance of the VBR.3 conformance definition and the PBS
switch implementation when carrying internetwork traffic is mainly due to two factors.
The first factor is that, as already shown by section 6.4.1, there is some mismatch between
internetwork traffic and a VBR traffic contract enforced by a VBR UPC. This mismatch
is due to the high burstiness of the internetwork traffic. Due to this mismatch, a large
number of ATM cells can be tagged by the VBR UPC, even if the long term average rate
of the VC is below the SCR of the VC. For example if we consider the simulation shown in
figure 6.12 with an MBS of 32 cells, then 30 % of the ATM cells sent on the 10 Mbps VC
were tagged by the VBR UPC, although the long term average rate of the cells coming
out of this router was close to 7.8 Mbps. Since the VBR UPC tags a large fraction of the
cells sent on the router-router VCs, a lot of CLP=1 cells travel the network. Although 30
Mbps out of 34 Mbps were “reserved” for the CLP=0 cells on the link between the two
switches, the simulations showed that this link carried much more than 4 Mbps of CLP=1
cells. For example with a MBS of 32 cells, 50 % of the bandwidth on the inter-switch link
was used by the CLP=1 cells.
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The second factor is that neither the VBR UPC nor the PBS switch implementation
are aware of the AAL5-PDU boundaries. This means that the VBR UPC may tag several
cells inside an AAL5-PDU without tagging all the cells of this PDU. Since the PBS
switch implementation discards only CLP=1 cells when it is congested, the combination
of the VBR UPC and the PBS switch implementation implies that AAL5-PDUs will
be partially discarded when congestion occurs. However, the (non-discarded) CLP=0
cells from these AAL5-PDUs will still be carried on the ATM links and thus will waste
bandwidth during periods of congestion. This problem was already responsible for a
reduction of the performance in the simple network environment we studied. For example,
during the simulations with an MBS set to 64 cells, the workstations attached to the 8
Mbps router on the right side of figure 6.10 received on average 1.7 corrupted AALS5-
PDUs and on average 28 correct AAL5-PDUs every second. In larger networks, carrying
incomplete AAL5-PDUs would become a major source of inefficiency since the (CLP=0)
cells from these AAL5-PDUs will be carried uselessly on a potentially large number of
links.

A possible solution to reduce the inefficiency due to the transmission of cells from
incomplete AAL5-PDUs would be to add some packet discard mechanism to the PBS
switch implementation (e.g. PPD). However, such a packet discard mechanism is, at least
partially, in contradiction with the low CLR associated with the CLP=0 cells since CLP=0
cells would be discarded by such a mechanism. The ATM Forum Traffic Management
specification [For96¢| defines a generic frame discard mechanism, but does not interpret
how such a mechanism should or could be used with the VBR service category and what
are its possible implications on the QoS commitments for the CLP=0 cells. The ITU-T
recommendations [ITU96¢] do not currently define a frame discard mechanism. However,
such a mechanism has been under study since May 1996 and the current 1.371 living list
document [SG198] notes concerning the utilization of a frame discard mechanism with
the VBR service category that “the combined used of tagging, selective cell discard and
frame discard on the same connection may not be efficient”.

6.5 Related work

Several researchers have studied the performance of TCP with the VBR service category.
Several papers discuss the impact of the VBR UPC on the performance of TCP by
simulations [EARH95, SST95, Mis96, Mee97, SD97]. The measurements described in
the first part of this chapter [BKD96b] were performed slightly after the simulations
described in [EARH95, SST95, Mis96]. Other papers have studied the performance of
TCP with the VBR.2/3 conformance definitions [PR95, HV98a] and two papers analyse
measurements [AHKT97, AHK*98].

In [SST95, Mis96], the impact of a VBR, UPC on the TCP goodput is analyzed with an
analytical model and by simulations. This paper only considers workstation traffic. The
simulations show, like our measurements, that TCP has several difficulties to efficiently
utilize a VBR VC subject to strict policing. [Mis96] shows that the low performance
of TCP is mainly due to the large granularity of the TCP retransmission timer. This
is in line with our measurements. Then, [Mis96] discusses two possible modifications
to the VBR UPC. The first one is similar to the F-GCRA which is used for the GFR
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service category. [Mis96] shows that this UPC does not provide a significant improvement
over the classical GCRA. The second modified GCRA proposed in [Mis96] tries to avoid
discarding two successive AAL5-PDUs by discarding some AAL5-PDUs earlier than a
classical GCRA. This modified GCRA provides an improvement over the classical GCRA,
but the simulations presented in [Mis96] show that the performance of this modified GCRA
is sensitive to the choice of its parameters. [Mis96] does not consider internetwork traffic.

[EARH95] also analyses the impact of a VBR UPC on workstation traffic. The simula-
tions discussed in this paper show a negative impact of the VBR UPC on the performance
of TCP. In order to improve the performance of TCP, [EARH95] proposes to replace the
slow-start and congestion avoidance mechanisms by a packet-based leaky bucket when
TCP is used with a VBR ATM VC. Simulations show that this solution provides a much
better performance than the default slow-start and congestion avoidance mechanisms.
However, the solution proposed in [EARH95] is rather “ad hoc” and not really usable in
practice since it assumes that TCP is aware of the traffic contract of the underlying ATM
VC and that each TCP connection is carried in a single ATM VC. These two conditions
(especially the first one) are not always met in reality. A software implementation of a
packet-based shaping algorithm inspired by [EARH95] is discussed in [LAH97]. [AKS96]
also proposes to include a packet-based shaping algorithm in a transport protocol designed
to be used in native ATM networks.

[Mee97] also studies the interactions between TCP and a packet-based policing unit
(e.g. F-GCRA). The simulations discussed in this paper also show that when a single
TCP connection is carried in each ATM VC, the TCP performance is severely degraded
when the policing unit discards the non-conforming packets.

[SD97] analyses the effect of several modified GCRAs on Internet traffic by simulating
the effect of these algorithms on ATM-level traces of an Internet backbone. The simula-
tions discussed in this paper show that adding some AALb5 awareness to the GCRA reduces
the percentage of AAL5-PDUs which are declared (at least partially) non-conforming by
the policing unit.

[PRO5] studies the performance of workstation traffic with the VBR.2/3 service cate-
gory. To improve the performance of TCP in these conditions, [PR95] proposes to modify
TCP to intelligently use the CLP bit. [PR95| proposes to use AAL5-PDUs composed of
CLP=1 cells to “probe” the state of the network when TCP increases its window size and
show that this modification provides some benefit in a WAN environment.

In [HV98a], simulations are briefly used to compare the performance of the VBR ser-
vice category (with the VBR.3 conformance definition) with the GFR service category
(with a simple implementation supporting the GFR.2 conformance definition) to carry in-
ternetwork traffic. Concerning VBR.3, [HV98a] shows that when the amount of reserved
bandwidth (}°; SCR]i]) inside the ATM backbone is low, then VBR.3 provides a satis-
factory performance with internetwork traffic, but this performance decreases when the
amount of reserved bandwidth approaches the capacity of the links of the ATM backbone.

[AHK"97] and [AHK*98] study the impact of a VBR UPC on the performance of TCP.
By using several workstations and a delay emulator, they are able to perform measure-
ments with both workstation and internetwork traffic in MAN and WAN environments.
They first try to experimentally determine an optimum VBR traffic contract (MBS and
SCR) for TCP traffic. Their measurements show that the optimum VBR traffic depends
on the MSS, MBS, round-trip-time and number of TCP connections on each VC. As a
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rule of thumb, they propose to use MBS = |(WIN x N)/MSS| and SCR = MBS/RTT
where WIN is the window size of the TCP connections (supposed equal for all the TCP
connections), N the number of TCP connections carried in the ATM VC, MSS the MSS of
all the TCP connections and RTT the round-trip-time of the N TCP connections. Based
on this optimum VBR traffic contract, they then study the impact of non-optimum MBS
and SCR values on the TCP performance. Their measurements show that the TCP per-
formance decreases quickly when the MBS is reduced when each ATM VC carries one TCP
connection but that the performance reduction is less severe when four TCP connections
are carried by one ATM VC.

The measurements discussed in [AHK"97] and [AHK*98] are complementary to the
measurements we discussed in section 6.3.1 since we considered a LAN environment while
[AHK'97] only considers MAN and WAN environments. Furthermore, we have also
studied several modifications to the TCP implementations. This aspect is not addressed
in [AHK*97, AHK'98|.

6.6 Conclusion

In this chapter, we have identified several important characteristics of the VBR service
category with respect to TCP/IP traffic. We have first shown that, when considering
workstation traffic, TCP had huge difficulties to adapt its behaviour with the VBR.3
conformance definition when all the CLP=1 cells were discarded inside the network due to
congestion. We have also shown that although it was possible to improve the performance
of TCP by reducing the granularity of the retransmission timer, this “solution” had an
unacceptable hidden cost in terms of retransmitted packets. Due to this problem, the
utilization of the VBR service category in ATM LAN to provide services with a minimum
guaranteed bandwidth is questionable [BKD96b].

Then we have studied the suitability of the VBR service category to efficiently support
internetwork traffic in ATM WANs. We have shown that, in this case, the performance is
highly dependent on the MBS of the ATM VCs. When the MBS is small (corresponding
to a few maximum-sized IP packets), the workstations attached to the routers have dif-
ficulties to efficiently utilize the minimum guaranteed bandwidth of their router’s ATM
VC. With a larger MBS (a few tens of maximum-sized IP packets), the performance is
much better, but still far from perfect.

We have identified two main reasons for the low performance of the VBR service
category. The main reason is that internetwork traffic is more bursty than the traffic
contract enforced by a UPC at the ingress of the network. Due to this burstiness, the
UPC may tag many ATM cells although the long term average rate on the ATM VC is
smaller than the SCR.

The second reason is that the GCRA used by the UPC at the ingress of the network
and the PBS switch implementation are not aware of the AAL5-PDU boundaries and
thus discard individual ATM cells instead of complete AAL5-PDUs. Although it would
be possible to utilize packet discard mechanisms with the VBR GCRA and PBS, we have
shown that the standards were not clear about whether packet discard mechanisms were
acceptable for the VBR service category or not.



Chapter 7

TCP and the GFR service category

7.1 Introduction

The previous chapters have identified the respective drawbacks of the CBR, ABR and
VBR service categories to efficiently support TCP/IP services with a minimum guaranteed
bandwidth. In this chapter, we present a detailed simulation study of the performance of
TCP/IP with the GFR service category.

This chapter is structured as follows. We first present in section 7.2 the two switch
implementations which have been proposed by the proponents of the GFR service cate-
gory. These two switch implementations can be considered as a baseline to which other
implementations should be compared. After this presentation, we study the performance
of these two implementations, first with workstation traffic in section 7.3 and then with in-
ternetwork traffic in section 7.4. Based on the simulations discussed in these two sections,
we identify several drawbacks of these two switch implementations in section 7.5.

7.2 Proposed GFR switch implementations

Two switch implementations were proposed in the first description of the GFR service
category [GH96]. These two implementations were later retained as example implemen-
tation for the baseline ATM Forum text [Ken98|. The first implementation, which we will
name Double-EPD in this thesis, can be used in simple FIFO-based switches. It can be
considered as a backward compatible solution for legacy switches. The second implemen-
tation, which we will name per-VC threshold and scheduling in this thesis, is much more
complex.

7.2.1 Double-EPD

The FIFO-based switch implementation proposed in [GH96| is an adaptation of the Par-
tial Buffer Sharing [KHBGO1] buffer acceptance algorithm which is frequently used to
support VBR.2 and VBR.3 VCs in ATM switches. It only supports the GFR.2 con-
formance definition. This FIFO-based switch implementation is an AAL5-aware buffer

acceptance algorithm which relies on two buffer thresholds. These two thresholds are the
Low Buffer Occupancy (LBO) and the High Buffer Occupancy (HBO) thresholds. The
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highest threshold (HBO) is identical to a classical EPD threshold [RF95]. The lowest
threshold (LBO) is used to limit the amount of non-eligible (CLP=1) AAL5-PDUs inside
the buffer. The LBO threshold is used as an EPD threshold for the CLP=1 AAL5-PDUs.
When the queue occupancy of the buffer is above the LBO threshold, then the newly
arriving CLP=1 AAL5-PDUs are not accepted anymore in the buffer (but the newly ar-
riving CLP=0 AAL5-PDUs are still accepted provided that the queue occupancy is below
the HBO threshold).

The Double-EPD implementation is shown graphically in figure 7.1. All the GFR
V(s are multiplexed in a single FIFO buffer which is attached to an output link with a
bandwidth equal to PCR.

HBO LBO
1 :
GFR : :
" | g
tails of CLP=0 CLP=0 and CLP=1
AAL5-PDUs AAL5-PDUs

CLP=0 AAL5-PDUs
and tails of CLP=1 AAL5-PDUs

Figure 7.1: The Double-EPD switch implementation

7.2.2 Per-VC threshold and scheduling

This implementation combines a buffer acceptance algorithm with a per-VC scheduler. It
was first proposed in [GH96|. It provides the bandwidth guarantees required to support
the GFR service category by maintaining one logical queue for each GFR VC and by
serving these queues with a WFQ-like scheduler at a rate at least equal to their MCR.
The utilization of this scheduler guarantees that, when active, each VC will be allocated
its reserved bandwidth as well as some fairshare of the available excess bandwidth. Many
schedulers have been proposed in the literature [Zha95]. For this work, we have chosen to
use Virtual Spacing [Rob94], which is equivalent to SCFQ [Gol94] with fixed-size packets.
The main advantage of Virtual Spacing over other WFQ-like schedulers is that it appears
to be implementable at broadband speeds [RGB96, BSZ97].

The Virtual Spacing algorithm maintains one state variable for each VC (V' S;) and a
global state variable (Spacing Time) per output buffer. A weight (r;) is associated with
each VC. For the GFR service category, this weight will be equal to the MCR of the VC.
The Virtual Spacing algorithm associates a timestamp to each arriving cell as follows :

e On a cell arrival from VC i

1. VS; + max{Spacing time, V.S;} + 1/r;
2. timestamp the cell with the value of V'S;

o All the cells are served in increasing order of their timestamp
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WFQ-like scheduler
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Figure 7.2: The per-VC threshold and scheduling switch implementation

e Spacing time is set to the timestamp of the last served cell

In addition to the per-VC scheduler, this implementation also relies on a buffer ac-
ceptance algorithm (figure 7.2). This algorithm requires a global counter for the buffer
occupancy and one counter for the occupancy of each per-VC queue. It then uses two
buffer thresholds (HBO and LBO) and one threshold for each per- VC queue (7;). [GH96]
proposes to set these per-VC thresholds to the MBS of the GFR traffic contract for each
VC. The LBO threshold has the same role as with the FIFO-based implementation :
the arriving CLP=1 AAL5-PDUs are only accepted if the buffer occupancy (i.e. the to-
tal number of cells in all the per-VC queues) is below the LBO threshold. The HBO
threshold is used together with the per-VC thresholds. When the buffer occupancy is
between the LBO and the HBO thresholds, then all the arriving CLP=0 AAL5-PDUs
are accepted. When the buffer occupancy is above the HBO threshold, then an arriving
CLP=0 AAL5-PDU is accepted only if the queue occupancy of its VC is below its T;
threshold.

7.3 Performance with workstation traffic

In this section, we present a detailed simulation study of the performance of the Double-
EPD and per-VC threshold and scheduling implementations with workstation traffic.

7.3.1 The simulation model

Our simulations were performed with the STCP simulator which is described in ap-
pendix B. We consider only one-way traffic and greedy TCP sources in this section.
Each TCP source is driven by an application which opens a TCP connection, sends 10
MBytes of data, closes the TCP connection, waits for some idle time, opens a new TCP
connection, performs a new 10 MBytes transfer... These idle times are exponentially
distributed with a mean duration of 0.1 second. They are used to introduce some ran-
domness in the simulations to avoid synchronization effects. Unless otherwise noted, the
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simulation results reported in this paper correspond to average values for a simulation
corresponding to 250 seconds of simulated time. This is much longer than most of the
simulations reported in the literature and gives us a high confidence in our simulation
results.

The ATM switch is modeled as a non-blocking output buffered switch. In this switch,
the only cause of congestion is the possible overflow of its output buffers. For our simu-
lations, we used a small ATM network (figure 7.3). All the links in this network have a
bandwidth of 155 Mbps (365566 cells/sec). For the LAN simulations, we use a delay of 10
pusec on the UNT links and a delay of 100 usec on the NNI link. For the WAN simulations,
we use a delay of 2.5 msec on the UNI links, and a delay of 10 msec on the NNI link.
We consider that one of the sources (the privileged source) is more important than the
other sources (called the background sources). The privileged and the background sources
differ only in their respective GFR traffic contracts. All the background sources use a
GFR traffic contract with a low MCR. The privileged source uses a larger MCR, (up to
50% the NNI link bandwidth). The MFS is set to 200 cells for both types of sources, and
the PCR is set to the line rate (365566 cells per second) for both types of sources. In all
the simulations with the FIFO-based switches, the MBS was set to allow a burst of two
MFS-sized AAL5-PDUs sent at PCR to be found eligible for the minimum guaranteed
bandwidth. This is in line with the initial proposal for the GFR service category [GH96].

privileged privileged
source & destination
background X X . backaround
sources /7 NNI 3 J

destinations
UNIL UNI2

Figure 7.3: The simulated ATM network

7.3.2 LAN simulations with Double-EPD

Instead of implementing the F-GCRA shown in figure 3.7, we choose to perform the tag-
ging inside the model of the ATM adapters. This choice was motivated by the fact that
the F-GCRA was not completely defined by the ATM Forum when we performed the sim-
ulations with the Double-EPD implementation [Bon97], but also because the endsystem
is a better place to tag the cells on a per AAL5-PDU basis than inside a UPC. The AAL5-
PDU tagging was performed by the algorithm shown in figure 7.4 (where Tp;cr = 1/MCR,
TPCR = ]_/PCR, TMCR = (2 XMFS — ].) X (TMCR_TPCR))- We conﬁgured the tagglng in
the ATM adapters to allow a burst of 2x M F'S cells CLP=0 cells to be sent at PCR by the
adapters. With MFS-sized AAL5-PDUs, the tagging performed by the ATM adapters is
equivalent to F-GCRA[Tycr, MFS X (Tyscr — Tpeor)], but the tagging performed by the
ATM adapters may accept some additional small CLP=0 AAL5-PDUs with variable-sized
AAL5-PDUs. Both algorithms should tag the same percentage of AAL5-PDUs although
they may not tag exactly the same AAL5-PDUs.

The TCP sources and destinations were configured with send and receive socket buffers
(i.e. maximum window sizes) of 192 kBytes. The delayed acknowledgements were disabled
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Beginning of AAL5-PDU transmission at time
tg

if (ta +(AAL5—PDUlength - ].) X TPC’R >
max(ta, TATMCR) + (AALE)_PDUlength - ].) X TMCR — TMCR )

{
TATMCR = max(ta, TATMCR) + AAL5_PDUlength X TMC‘R

/* send whole AAL5-PDU at PCR with CLP=0 cells x*/

}

else

{
}

/* send whole AAL5-PDU at PCR with CLP=1 cells */

Figure 7.4: AAL5-PDU tagging in the ATM adapters

on each TCP destination. The granularity of the retransmission timer was set to 0.2
seconds. These two timer granularities are lower than the default values used by 4.4 BSD
Lite [WS95], but they correspond to the values used by commercial TCP implementations
(e.g. Solaris 2.x). The fast retransmit mechanism was enabled and the retransmission
threshold was set to the suggested default (3 duplicate acks). The TCP maximum segment
size was set to 9140 bytes. The main TCP parameters used for this first simulation are
summarised in table 7.1. Throughout the remainder of this thesis, we will refer to this
set of parameters as T'C Pyefquit-

Table 7.1: TCP parameters for TC Py fquit

Parameter Value
retransmission timer 0.2 seconds
fast retransmit threshold 3 duplicate acks

Before discussing the GFR simulations, it is interesting to first examine an artificial
UBR simulation that could be considered as a baseline for the GFR simulations. For this
artificial UBR simulation, we considered an ATM LAN similar to the one shown in figure
7.3. In this LAN, the UNI1 and NNI links used a PCR of 365566 cells per second, while
the UNI2 links had a lower PCR. We used 9 background sources, and the PCR of the
UNI2 links connected to the background destinations was set to 20000 cells per second,
while the PCR of the UNI2 link connected to the privileged destination varied from 20000
to 180000 cells per second (table 7.2).

The PCR of all the sources was set to the UNI1 PCR (365566 cells per second).The
ATM switches had a 8192 cells buffer per output port, and the EPD threshold was set to
7168 cells. This simulation scenario is completely artificial since the sum of the bandwidth
on the UNI2 links is always smaller than the bandwidth on the NNI link and thus the NNI
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Table 7.2: Link characteristics for the UBR reference scenario

Link PCR
sources-switch1 365566 cells per second
switch1-switch2 365566 cells per second

switch2-privileged destination 20000 to 180000 cells per second
switch2-background destinations 20000 cells per second

link is not congested. We use this artificial scenario to verify whether the TCP sources
are able to “discover” and utilize efficiently the bandwidth available on the UNI2 links.
The simulations performed with this artificial scenario showed that T'C Py g4, Was able
to completely utilize the bandwidth available on the UNI2 links, both for the privileged
and the background sources (figure 7.5).
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Figure 7.5: T'C Pyefqui throughput with bottleneck on UNI2 links

Figure 7.5 shows the mean user-level throughput (i.e. TCP goodput) achieved by the
privileged source as well as the mean throughput achieved by each background source
with TC Pye fquit- In addition to these simulation results, figure 7.5 also recalls the amount
of reserved bandwidth for both the privileged and each background source. The reserved
bandwidth shown in figure 7.5 accounts for the protocol overhead (i.e. ATM, TCP and
IP headers, TCP timestamp option and AALSD trailer), and thus can be considered as the
“application-level” reserved throughput.

For our first GFR simulations, we used 9 background sources and one privileged source.
Each background source had a reserved bandwidth (MCR) of 20000 cells per second. Thus,
50% of the NNI link bandwidth was reserved for the background sources. The MCR. of
the privileged source varied from 20000 to 180000 cells per second. The MFS of all the
sources was set to 200 cells (i.e. slightly more than the default CPCS-PDU size for IP over
ATM). The PCR of all the sources was set to the line rate (365566 cells per second). The
Double-EPD switches were configured with a buffer capacity of 8192 cells per output port.
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This output queue size corresponds to the buffer sizes used by current commercial ATM
switches. The HBO and LBO thresholds were set to 7168 and 6144 cells respectively.
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Figure 7.6: T'C Pyefqu throughput for privileged and background sources

Figure 7.6 clearly shows that the privileged source has a lot of difficulties to actually
use its reserved bandwidth. With its MCR set to 100000 cells per second the privileged
source achieved only about 18 Mbps, less than 50% of its reserved bandwidth. With its
MCR set to 180000 cells per second, the privileged source only achieved a throughput of
about 25 Mbps, only one third of its reserved bandwidth.

A look at the simulation traces revealed two reasons for the low performance of
TC Pyegaur- The first one is the large granularity of the TCP retransmission timer with
TC Pyefaur- In a low speed network, a delay of a few hundred milliseconds is not im-
portant, but in a high speed network, it may correspond to the transmission of a few
megabytes of data. During the simulations reported in figure 7.6, and with the MCR
of the privileged source set to 180000 cells per second, the privileged source had to re-
transmit about 200 KBytes during each 10 MBytes transfer, and the retransmission timer
expired on average slightly less than four times during each transfer. As the minimum
value of the retransmission timer is equal to the retransmission timer granularity, the av-
erage idle time may easily reach one second per 10 MBytes transfer, almost as long as the
time to transfer 10 MBytes without losses at a rate of 180000 cells per second. Another
factor which limits the throughput of the privileged source is the low average value of the
congestion window (figure 7.7) combined with the high average occupancy of the output
buffer of the bottleneck switch.

These expirations of the retransmission timer were of course caused by packet losses
in the bottleneck switch. With the Double-EPD switch implementation, CLP=1 AAL5-
PDUs are discarded when the occupancy of the output buffer of the bottleneck switch
is larger than the LBO threshold, and CLP=0+1 AAL5-PDUs are discarded when the
size of the output buffer of the bottleneck switch is larger than the HBO threshold. A
look at the simulation traces revealed that the output buffer of the bottleneck switch did
not reach the HBO threshold, and that only CLP=1 AAL5-PDUs were discarded at the
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Figure 7.7: T'C Pyefqui : sample congestion window trace

bottleneck switch. With its MCR set to 100000 cells per second, slightly less than 50%
of the AAL5-PDUs sent by the privileged source were tagged, while with its MCR set to
180000 cells per seconds 30% of its AAL5-PDUs were tagged. This large percentage of
tagged AAL5-PDUs explains why the privileged source suffered from packet losses even
though it was unable to efficiently use its reserved bandwidth.

In the following sections, we will first study whether it is possible to improve the
performance of TCP by changing some of its parameters (i.e. timer granularities and
retransmission mechanisms). Then, we will change the background load, the number
of background sources and the LBO threshold to see if they have an influence on the
simulation results. Finally, we will look at the influence of TCP’s maximum segment size.

TCP timers and retransmissions

Several TCP mechanisms and parameters may influence the TCP throughput in our
environment. These mechanisms are mainly the timer-based retransmissions and the fast
retransmit algorithm.

The timer-based retransmission is essential to TCP, but its negative impact on the
achieved throughput may be reduced by setting its granularity to a low value. In most
BSD-derived implementations, the minimum value of the retransmission timer cannot
be lower than the period of the real-time hardware clock. In Unix variants, the period
of this clock is typically set to 10 milliseconds. As the ATM layer guarantees the in-
sequence delivery of the data, another possibility to lower the impact of the retransmission
timer is to reduce the value of the fast retransmit threshold down to one duplicate acks.
Throughout the remainder of this thesis, we will use the acronym T'C' Py, for a TCP
source which uses the parameters shown in table 7.3.

Figure 7.8 shows the throughput achieved by the privileged and the background sources
with TCPy,s and a 192 KBytes window. Surprisingly, the throughput achieved with
TC Pgost by the privileged and the background sources in these conditions is slightly
lower than the throughput achieved by T'CPyetqur- With TCPyyyy, the privileged and
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Table 7.3: TCP parameters for TC Py,

Parameter Value
retransmission timer 0.01 seconds
fast retransmit threshold one duplicate ack

the background sources are much more agressive. During a simulation with T'C Py, the
total number of retransmitted packets for all the sources is roughly three times larger
than with T'C Pyefau- This explains why T'C Pja achieves a throughput slightly lower
than T'CPyefqu in our LAN environment. While on average the retransmission timer
expired slightly less than four times during each 10 MBytes transfer on the privileged
source with T'C Py, quix and a 180000 cells per second MCR, it expired on average almost
10 times during each 10 MBytes transfer with T'C'Pf.s. Although the expirations of
the retransmission timer with T'C Pj,s do not impose long idle times, they force the
privileged source to frequently perform slow-start and congestion avoidance (figure 7.9).
Due to these frequent expirations of the retransmission timer, the average congestion
window size used by the privileged source is too small to allow it to efficiently utilize
its minimum guaranteed bandwidth. Furthermore, with T'C Py, the privileged source
retransmitted on average about 500 KBytes per 10 MBytes transfer, while T'C Py fqut
retransmitted only about 200 KBytes. Thus, T'C' Py, is not necessarily a better solution
than TCPdefault
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Figure 7.8: T'C P4 throughput for privileged and background sources

A third solution to improve the performance of TCP when packet losses occur would
be to use the recently (re)proposed Selective Acknowledgements [MMFR96|. To evaluate
the impact of this proposed TCP extension, we have patched the TCP code used in the
STCP simulator with a SACK implementation [Mah96]. This T'C' Psacx implementation®

LA brief description of the characteristics of this implementation may be found in appendix C.
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Figure 7.9: TC Py, : sample congestion window trace

is rather conservative in its handling of retransmissions and follows [FF96]. Besides the
use of the selective acknowledgements, T'C' Pssck uses the same parameters as T'C' Pye fquit
(table 7.4).

Table 7.4: TCP parameters for TC Ps ok

Parameter Value
retransmission timer 0.2 seconds

fast retransmit threshold 3 duplicate acks
Selective Acknowledgements Enabled

The simulations performed with TC Ps ¢k (figure 7.10) show that it achieves a better
throughput than T'C Py rquit and T'C Pyae. But TC Ps sk is still not able to efficiently use
the guaranteed minimum bandwidth of the underlying ATM VC. A look at the simulation
traces with a 180000 cells per second MCR for the privileged source showed that the per-
centage of CLP=1 AAL5-PDUs with T'C'Psscx was similar to the percentage of CLP=1
AAL5-PDUs with TC Pye tquir, but that the number of expirations of the retransmission
timer was much lower (about one expiration per 10 MBytes transfer on average).

With T'C'Ps ¢k, the large granularity of the retransmission timer is not the only cause
for the low TCP performance. Here, the low TCP performance is due to several related
factors. First (and foremost), TCP is not able to adapt its behaviour to the F-GCRA.
This causes the percentage of tagged AAL5-PDUs to be much larger than what could be
expected if TCP was able to transmit at exactly its fairshare. Second, the output buffer
at the bottleneck switch is heavily used, and its mean occupancy is close to 5000 cells
for the whole simulation. This large output buffer occupancy corresponds to a relatively
large round-trip-time for the sources (for example, with a 180000 cells per second MCR,
the average packet round-trip-time for the privileged source was slightly larger than 14
milliseconds). To use its reserved throughput with such a round-trip-time, the privileged



7.3 Performance with workstation traffic 107

8e+07

T
Privileged source —+—

Mean for each background source

Reserved throughput for privileged source

Reserved throughput for each background source .

7e+07

6e+07 1
50407 |- 1

4e+07 | R

Throughput [bits/sec]

3e+07

2e+07

1e+07 E

I I
0 50000 100000 150000 200000
MCR for privileged source [cells/sec]

Figure 7.10: T'C'Psscx throughput for privileged and background sources

source would need a window of at least 120 KBytes. Unfortunately, the large number
of packet losses combined with TCP’s congestion control algorithm force the congestion
window of the privileged source to be much lower than this required value on average (see
figure 7.11 for a sample trace of the congestion window with T'C Psaci)-
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Figure 7.11: TCPs4ck : Sample congestion window trace

Influence of the background load

In the previous sections, we have shown the throughput achieved by the privileged source
with nine background sources with a MCR, set to 20000 cells per second. To verify that
this particular value was not the reason for the low performance of TCP, we also performed
simulations [Bon97] with nine background sources, but with their MCR set to 10000 and
5000 cells per second. These simulations produced similar results to those discussed in
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the previous sections. We even performed simulations with 9 background sources with a
MCR of 0 cell per second (i.e. all the AAL5-PDUs sent by these sources are tagged). In
this case, the privileged source had the same difficulties to use its reserved throughput as
when the background sources used a non-zero MCR.

Influence of the number of background sources

Most of the simulations reported in this section were done with nine background sources.
To verify that this particular number of background sources was not the cause of the
low throughput achieved by the privileged source, we performed simulations with 3 and
6 background sources. In both cases, we set the sum of the MCRs of the background
sources to 180000 cells per second. Figure 7.12 shows that even with three background
sources, the privileged source still cannot use its reserved bandwidth with T°C Pyetquit-
Simulations performed with T'C' Py, and T'C' Psackx produced similar results.
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Figure 7.12: TC Pyegqu : 3 background sources

Influence of the LBO threshold

Most of the simulations shown in this section were performed with output queues of
8192 cells and HBO and LBO thresholds of respectively 7168 and 6144 cells on the ATM
switches. With these thresholds, no CLP=0 AAL5-PDUs were discarded in the bottleneck
switch. Simulations performed with the LBO thresold set to 4096 and 2048 cells produced
similar results as those with the LBO threshold set to 6144 cells. With T'C Py, setting
the LBO threshold to 2048 cells allowed the privileged source to attain a slightly higher
throughput, but still less than 50% of its reserved throughput. However, this should not
suggest the use of a LBO threshold set to 0 cell. In this case, all the CLP=1 AAL5-PDUs
are discarded at the bottleneck switch. Simulations performed with this value of the LBO
threshold show that, in this case, the throughput achieved by all the sources collapses.
With T'CPyefqu: and TCPsack, each TCP source is only able to achieve a throughput
of 275 kilobits per second with their MCR set to 20000 cells per second. A look at the
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segment traces revealed that TCP successfully sends three 9140 bytes segments every
800 millliseconds. With its MCR set to 180000 cells per second, the privileged source
still achieves only 275 kilobits per second. With T'C Py,, the situation if slightly better
but far from satisfactory. T'C Py, successfully sends three 9140 bytes segments every 40
milliseconds. This collapse of the TCP throughput is due to the fact that TCP is not
able to adapt its behaviour to a traffic contract enforced by a F-GCRA. Similar problems
with the VBR GCRA were already discussed in chapter 6.

On the other side, it should also be noted that using a LBO threshold larger than the
sum of the window sizes? used by the TCP sources is not a solution either. In this case,
there are no losses in the switch buffers, and thus the AAL5-PDUs sent by all the sources
are served independently of their CLP bit, and the throughput is shared fairly among all
the competing sources, and thus the TCP throughput is independent of the MCR.

Influence of the TCP Maximum Segment Size

All the simulations presented in the previous sections were performed with a TCP Maxi-
mum Segment Size (MSS) of 9140 bytes. This value corresponds to the default value for
Classical IP over ATM [Atk94]|. However, several papers [RF95] [BKD96a| have shown
that the TCP performance in an ATM network may also depend on the value of the MSS.
To verify that the large value of the default TCP MSS used for our simulations was not
the cause of the TCP performance problems, we performed new simulations with smaller
values for the TCP MSS of all the sources (but with the same GFR traffic contracts as in
the previous sections).

The throughput achieved by T'CPyefqur With a 512 bytes MSS is slightly lower than
the throughput achieved with a 9140 bytes MSS (figure 7.6). The throughputs achieved by
T'CPyefauir With the MSS sizes corresponding to an Emulated Ethernet and an Emulated
Token Ring are between these two values. The 512 bytes MSS corresponds to the default
MSS size used by TCP implementations which do not use Path MTU Discovery when
they communicate with a destination which is in a different IP subnet. The fact that the
throughput achieved by T'CPyequi is almost independent of the MSS is not surprising
since with T'C Pyepquiy the main limitation for the throughput is the large granularity of
the retransmission timer.

The throughput achieved by TC Psscx with the 1460 bytes MSS (figure 7.13) corre-
sponding to an Emulated Ethernet is lower than the throughput achieved with the 9140
bytes MSS (figure 7.10). This is not surprising, as with 7C' Psacxk one of the reasons for
the low throughput for the privileged source is the time spent with a small congestion
window during congestion avoidance. During congestion avoidance, the congestion win-
dow is increased by one MSS-sized segment every round trip time, and thus a lower MSS
means that the increase of the congestion window is slower.

Effect of heterogeneous MSS sizes

For the simulations discussed in the previous sections, all the sources used the same MSS.
However, a real network may not be so homogeneous. For example, LAN Emulation

2This is the reason why we used of window size of 192 KBytes for our simulations to ensure that
AAL5-PDUs are lost in the ATM switches.
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Figure 7.13: TCPsack : 1460 bytes MSS

supports four different maximum packet sizes. Sources which are part of different types
of Emulated LANs may travel the same bottleneck link, and thus it is important to study
how TCP behaves with the Double-EPD switch implementation when the privileged and
the nine background sources do not use the same MSS?.
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Figure 7.14: T'C Pyepaunr throughput with 9140 bytes MSS for privileged source and 512
bytes MSS for background sources

In figures 7.14 and 7.15, we report simulations performed with heterogeneous MSS
sizes with T'C' Pyefqu- Figure 7.14 shows the throughput achieved by the privileged and
the background sources when the privileged source uses a 9140 bytes MSS while the
background sources use a 512 bytes MSS. Figure 7.15 shows the throughput achieved when

3However, it should be noted that all GFR traffic contracts use the same MFS (200 cells) and MBS
during all the simulations
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Figure 7.15: T'C Pyefquir throughput with 512 bytes MSS for privileged source and 9140
bytes MSS for background sources

the privileged source uses a 512 bytes MSS, while the background sources use a 9140 bytes
MSS. When the privileged source uses a much larger MSS than the background sources,
it acquires a large share of the bottleneck link, and its throughput is almost independent
of its MCR. On the opposite, when the privileged source uses a much smaller MSS than
the background sources, its throughput is very low with a low MCR, and even with a
180000 cells per second MCR, it has huge difficulties to achieve a higher throughput than
the background sources.

This unfairness for the sources which use a low MSS is again mainly due to the fact
that the increase of the congestion window during congestion avoidance is proportional
to the MSS size. For example, the simulations performed with a MCR of 180000 cells per
second and a 512 bytes MSS for the privileged source revealed the following behaviour.
Less than 1% of the segments sent by the privileged source were CLP=1 segments, and the
retransmission timer expired on average twice per 10 MBytes transfer. These expirations
of the retransmission timer are responsible for a fraction of the throughput drop, but the
main cause for the throughput drop is the congestion avoidance mechanism. Most of the 10
MBytes transfer occured as follows. The privileged source performs slow-start, and several
CLP=1 segments sent during this phase are discarded by the bottleneck switch. After the
expiration of the retransmission timer, the privileged source retransmits these segments
and performs congestion avoidance. Due to the small value of the MSS, the congestion
window increases slowly. Unfortunately, the output buffer of the bottleneck switch is
on average always more than 50% full. Such a high occupancy for the output buffer
of the bottleneck switch corresponds to an average round-trip-time of 12.6 milliseconds.
Combined with such a large round-trip-time, the low average value of the congestion
window for the privileged source explains its low throughput. Similar unfairness occurs
with T'CPyefaur and TC Pyee when the privileged source is part of an Emulated Token
Ring and the background sources are part of an Emulated Ethernet or the reverse.

It should be noted that this unfair advantage for TCP sources with a large packet size
over TCP sources with a smaller packet size also occurs with the UBR, service category
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when the EPD buffer acceptance algorithm is used.

7.3.3 WAN simulations with the Double-EPD implementation

From the low performance of TCP in a LAN with the proposed Double-EPD implemen-
tation, there is little hope that TCP will achieve a better performance in a wide area
network. Figure 7.16 presents the throughput achieved by TC Psacx with a 9140 bytes
MSS in a wide area network (UNI1 and UNI2 links have a delay of 2.5 msec, while the
NNI link has a delay of 10 msec) whose switches uses 8192 cells wide output buffers with
LBO and HBO thresholds set to respectively 6144 and 7168 cells. This simulation shows
clearly that TCP is not able to benefit from the GFR service category with the proposed
Double-EPD switch implementation in a WAN environment.
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Figure 7.16: FIFO-based switches : T'C'Pssck throughput in WAN

During the simulations with TC' Ps4ck, there were few expirations of the retransmis-
sion timer, and the main reason for the low throughput of the privileged source was the
low average value of its congestion window due to the congestion avoidance mechanism.

7.3.4 LAN simulations with per-VC threshold and scheduling

To validate the Virtual Spacing scheduler used in the simulator, we performed several
simulations in the ATM LAN? of figure 7.3 with a small TCP window (32 KBytes) so
that the 8192 cells long output buffer of the ATM switches does not overflow. We used nine
background sources for these simulations, and each background source had its MCR set to
20000 cells per second. As there are no cell losses in this environment, T'C Py fquit, TC Ppqst
and T'C'Ps4ck have identical performance. As expected, the simulations performed with

4For the simulations with the per-VC threshold and scheduling switch implementation discussed in
sections 7.3.4 and 7.3.5, we considered only the GFR.1 conformance definition and assumed that the
sources were only sending CLP=0 AAL5-PDUs. This is the most natural utilisation of the GFR.1
conformance definition with TCP/IP traffic.
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a 9140 bytes MSS showed that there were no cell losses, and that the available throughput
was fairly shared among the background and the privileged sources (figure 7.17).
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Figure 7.17: WFQ-based switches : TCP throughput for privileged and background
sources

This simulation shows that with the proposed WFQ-based implementation in our
simple LAN environment, the unreserved bandwidth is allocated in proportion to the
MCR of the sources. This implies that a source with a much larger MCR than the
other sources will achieve a much higher throughput, and may even use almost all the
unreserved bandwidth. For example, if we consider the same ATM LAN but where
the MCR of each background source is set to 5000 cells per second, the simulations
show that the privileged source acquires a large proportion of the NNI link (figure 7.18),
and this kind of distribution of the available bandwidth may not be desireable in every
environment®. Furthermore, the delay experienced by the background sources may become
very large. For example, with the MCR of the privileged source set to 180000 cells per
second, the average packet delay from the privileged source to the privileged destination
is equal to 1.16 milliseconds, while the average packet delay from a background source
to the corresponding background destination is 32.7 milliseconds. While the GFR service
category is not expected to provide a fair treatment in terms of transmission delay [GH97|
a shorter delay for the background sources would probably be desireable.

LAN simulations with limited buffers

The simulations discussed in the previous section showed that TCP performed well with
the proposed per-VC threshold and scheduling switch implementation when there were
no packet losses. This is an important difference with the FIFO-based implementation as
when there are no losses, the FIFO-based implementation does not allow the privileged
source to use its reserved bandwidth. Unfortunately, in a real network, packet losses will
probably occur due to the limited size of the switch buffers. In our simple LAN, with

5This potential problem was already mentioned in [Bon97].
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Figure 7.18: TCP throughput with 3> MC Rysckgrouna = 9 x 5000 cells/sec

a buffer of 8192 cells, packet losses will occur when the TCP sources use a 64 KBytes
window.
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Figure 7.19: TC Psack with 64 KBytes window and 9140 bytes MSS in LAN

With a 9140 bytes MSS, a 64 KBytes window and TC Ps4ck, the privileged source
had a lot of difficulties to efficiently use its reserved throughput (figure 7.19). However,
with a 1460 bytes MSS it was almost able to achieve its reserved throughput (figure 7.20).

The large difference between the 1460 bytes and the 9140 bytes MSS is due to the
fact that the retransmission and congestion control mechanisms are closely related in
TCPsack. With a 9140 bytes MSS, a maximum window size of 65535 bytes corresponds
to 7 segments. When a packet loss is detected by TCPssck, it performs congestion
avoidance and thus its congestion window is reduced by a factor of two. If a new segment
is lost, this loss will only be taken into account by the T'C'Pssck sender when it has
received three duplicates acknowledgements. Thus, if the number of lost segments is
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Figure 7.20: TC Psack with 64 KBytes window and 1460 bytes MSS in LAN

larger than the difference between the current value of the congestion window and the
retransmit threshold (3 with TCPsyck), the TCPsack sender will be forced to wait
for the expiration of the retransmission timeout. The packet traces gathered during the
simulations revealed that for the privileged source, 50% of the segment losses occured in
groups of at least two segments, with a sequence gap of less than 65535 bytes between
the lost segments. With a 9140 bytes MSS, the retransmission timer expired on average
10 times per 10 MBytes transfer, while with the 1460 bytes MSS, it expired on average
only once per 10 MBytes transfer. This explains the large difference between the 9140
and the 1460 bytes MSS.

Simulations performed with TC Psacx and heterogenous MSS sizes in a LAN envi-
ronment showed than the per-VC threshold and scheduling implementation achieved a
better fairness that the proposed Double-EPD implementation. With TC Psck, there
were almost no difference when the privileged source used a 512 bytes MSS while the
background sources used a 9140 bytes MSS or the opposite [Bon97]. In both cases, the
privileged source was able to achieve almost its weighted fair throughput.

7.3.5 WAN simulations with the per-VC threshold and schedul-
ing implementation

To evaluate the performance of TCP in a wide area network, we performed new simulations
with the same network topology as in figure 7.3 , but with the delay on the NNI link
set to 10 milliseconds and the delay on the UNI links set to 2.5 milliseconds. Thus,
without taking into account the queueing delays, the round trip time in this network is 30
milliseconds. To fully utilize the link, the TCP sources should use a window size at least
equal to the bandwidth delay product. The simulations performed with a slightly larger
window size (550 KBytes) showed that with TC Ps 4ok the privileged source was not able
to utilize its reserved throughput (figure 7.21), although the throughput of the privileged
source was much higher than with the FIFO-based implementation. The main reason for
the low TCP throughput is again the long time spent by the privileged TCP source in
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congestion avoidance phase with a congestion window which is smaller than MCR x rtt.
This performance problem could probably be partially solved by modifying TCP in a
similar way as proposed in [FKSS97] for the controlled load service in an integrated
services Internet. This article proposed two modifications to the TCP implementations to
better utilize the controlled load service. The first modification is to change the congestion
avoidance mechanism so that the congestion window does not become smaller than the
reserved bandwidth x rit product. This ensures that the congestion window will always
be large enough to utilize the reserved bandwidth. The second modification is to utlize
a timer-triggered transmission mechanism. In a standard TCP source, the transmission
of a new segment is usually triggered by the reception of an acknowledgment, provided
that this segment fits into its congestion window. With the second modification, a TCP
source may send a new TCP segment upon expiration of the transmission timer, even if
this segment is outside the congestion window. This modification allows the TCP source
to better utilize its reserved bandwidth even when the returning acknowledgments are
slightly delayed.
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Figure 7.21: TCPsck throughput with 550 KBytes window in a WAN

7.3.6 Impact of tagging on the TCP performance with the per-
VC threshold and scheduling implementation

In the previous sections, we have discussed the performance of TCP with the per-VC
threshold and scheduling switch implementation used with the GFR.1 conformance defi-
nition. In this section, we evaluate the performance of TCP with the same implementation
used with the GFR.2 conformance definition. Thus, we inserted an F-GCRA on the UNI
links to tag the AAL5-PDUs which are not eligible for the bandwidth guarantee.

LAN Simulations

Simulations performed with 64 KBytes windows, T'C'Ps scx and homogeneous MSS sizes
(9140 or 1460 bytes) for the privileged and the background sources produced similar
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results as those presented in section 7.3.4. Thus, in this case, the tagging performed by
the F-GCRA did not seem to have an influence on the throughput of the privileged and
background sources.

Simulations performed with heterogeneous MSS sizes show that unfairness may occur,
but the unfairness differs from the unfairness discussed with the Double-EPD implemen-
tation. Figure 7.22 shows the throughput achieved by TC' Psack in a LAN when the MSS
size of the privileged source is set to 9140 bytes, while the background sources use a 512
bytes MSS size. In this case, there is no significant unfairness. However, the simulations
show that when the privileged source uses a 512 bytes MSS size, while the background
sources use a 9140 bytes MSS size, a large unfairness occurs (figure 7.23 ). In this case, the
lower throughput for the privileged source is mainly due to the large number of expira-
tions of its retransmission timer. This is in contrast with the simulations performed with
the proposed Double-EPD implementation (figure 7.15) where the number of expirations
of the retransmission timer of the privileged source was very low and the low throughput
was caused by the slow increase of the congestion window. With a MCR set to 20000
cells per second, the retransmission timer of the privileged source expired more than 20
times per 10 MBytes transfer during the simulations with the WFQ-based implementa-
tion reported in figure 7.23 while it expired only once per 10 MBytes transfer during the
simulations with T'C Pye gy and the Double-EPD implementation reported in figure 7.15.
Similar unfairness occured with T'C Pyyg;.
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Figure 7.22: TCPsack throughput with 64 KBytes window and 9140 bytes MSS for
privileged source and 512 bytes MSS for background sources

WAN Simulations

In a WAN, the impact of tagging on the TCP throughput is much higher than in a LAN.
The simulations performed with a 550 KBytes window size showed that with TC Psck
the privileged source was not able to utilize its reserved throughput (figure 7.24). It
should be noted that when tagging is used at the network access point, the TCPsacx
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Figure 7.23: TCPs ok throughput with 64 KBytes and 512 bytes MSS for privileged
source and 9140 bytes MSS for background sources

throughput of the privileged source is much lower in a WAN than when no tagging is
used.
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Figure 7.24: TCPsck throughput with 550 KBytes window in WAN

The main reason for the low performance of TCP lies in how TCP is able to adapt its
rate to a traffic contract enforced by the F-GCRA. Let us for example consider the WAN
simulation with T'C'Ps ¢k shown in figure 7.24. When the MCR of the privileged source
is set to 180000 cells per second, while the MCR of each background source is set to 20000
cells per second, the privileged source should only transmit at a rate slightly above 180000
cells per second on average as this is the rate it should receive from the WF(Q scheduler
on the bottleneck switch. The simulations show that this does not happen. In fact, the
measurements of the arrival rate (averaged during a period of 100 milliseconds) of the
privileged source at the bottleneck switch show that the privileged source rarely reaches
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its reserved throughput during a 100 milliseconds period (figure 7.25). However, even if on
average the privileged source does not utilize its reserved bandwidth its AAL5-PDU flow
is too bursty for the F-GCRA. On average, more than one fifth of the AAL5-PDUs sent by
the privileged source are tagged by the F-GCRA. This is mainly due to the fact that the
congestion control scheme used by TCP forces the traffic to be bursty. During slow-start,
the traffic is bursty because of the exponential increase of the congestion window. During
congestion avoidance, the traffic is also bursty. When the congestion window is smaller
than the bandwidth delay product, TCP sends a congestion window worth of segments,
then is idle until the return of the acknowledgements.
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Figure 7.25: Arrival rate on bottleneck switch for privileged source

7.3.7 Related work

Our simulations with workstation traffic [Bon97] were carried shortly after the beginning
of the work on GFR within the ATM Forum and were dsitributed within the ATM Forum
and ITU-T in July 1997. Besides our work, several simulation studies of TCP with the
GFR service category have been presented, mainly within the ATM Forum, since the
introduction of the GFR service category [PB97, GJFT97, HLK97, EA98, WC98b)].

[PB97] discusses the performance of TCP in a LAN environment with a FIFO sched-
uler, a round-robin scheduler and a weighted round robin (WRR) scheduler. Their simu-
lations show, like our simulations, that the FIFO scheduler and the round-robin scheduler
are not sufficient, even when combined with a F-GCRA to support the GFR service
guarantees. They note that with such schedulers, “the way to ensure a minimum rate
guarantee is with a combination of a large packet size and LBO close to zero”. Our simu-
lations disagree with this conclusion. This difference between our simulations and those
discussed in [PB97] is due to the fact that they use a 100 usec granularity for the TCP
retransmission timer in their simulation model. As already mentioned, we do not consider
such a low granularity to be a valid model of current TCP implementations.

[GJF197] proposes another implementation for the GFR service category in FIFO
switches and studies briefly the performance of TCP with this switch implementation.
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However, [GJFT97] does not compare the performance of the proposed implementation
with other switch implementations.

[HLK97] studies the performance of the per-VC threshold and scheduling implemen-
tation with workstation traffic. This paper considers LAN and WAN environments and
two variants of the per-VC threshold and scheduling implementation. The first variant is
the per-VC threshold and scheduling implementation as described in section 7.2.2 with a
Weighted Round-Robin (WRR) scheduler. The second variant also uses a WRR scheduler,
but does not utilize per-VC accounting and a threshold for each VC. The simulations dis-
cussed in [HLK97] compare these two variant implementations with and without tagging
performed by a F-GCRA at the ingress of the network. With the first variant implemen-
tation, the simulations show that the tagging does not have a significant influence on the
performance of TCP. This is slightly different from our simulation results [Bon97], but is
probably due to the low granularity for the retransmission timer (1 millisecond for the
LAN simulations) and to the choice of larger values for the LBO and T; thresholds in
[HLK97] compared with our simulations. The simulations with the second variant im-
plementation show that the performance of TCP decreases when tagging is used at the
ingress of the network. Furthermore, [HLK97] also shows that TCP can suffer from a
huge unfairness when it has to compete with a greedy source with the second variant
implementation.

[EA98] proposes three alternative switch implementations which support the GFR.2
conformance definition in FIFO-based switches and studies their performance with work-
station traffic. The first implementation is a modification of the Double-EPD implemen-
tation inspired by the drop-from front packet discard strategy proposed in [LNO96]. In
this implementation, when a new CLP=1 AAL5-PDU arrives from VC]Ji] and the buffer
occupancy is above the LBO threshold, then the state of the switch is modified so that
the first complete CLP=1 AAL5-PDU from VC]Ji] to be transmitted on the output link
will be discarded.

The second implementation is also a modification of the Double-EPD implementation
which requires per-VC accounting and [EA98] proposes to use two counters for each VC
to keep track of the number of both CLP=0 (resp. CLP=1) cells in the buffer. This
implementation also uses two global counters to keep track of the total number of CLP=0
(resp. CLP=1) cells in the buffer in addition to the total buffer occupancy. When a new
CLP=1 AAL5-PDU arrives, it is accepted if either the total buffer occupancy is below
the LBO threshold or the CLP=1 cells from this VC are using less than their fairshare of
the buffer. The CLP=1 cells from a VC are using less than their fairshare of the buffer
if Qcrpili] < Qerpi/Na where Qcrpi|i] is the number of CLP=1 cells from VC]i| in the
buffer, Qcrp1 is the total number of CLP=1 cells in the buffer and Na is the number
of active VCs (a VC is considered to be active when at least one cell from the VC is
waiting in the buffer). This implies that the second implementation proposed in [EA98|
tries to distribute the available buffer space for CLP=1 cells equally among all the active
VCs. When a new CLP=0 AAL5-PDU arrives, it is accepted if the total buffer occupancy
is below the HBO threshold or if the CLP=0 cells from this buffer are using less than
their fairshare of the buffer. We are rather sceptical concerning the usefulness of this last
test. When the GFR.2 conformance definition is used, CLP=0 AAL5-PDUs should only
be discarded when a severe congestion occurs (e.g. buffer is full). We consider that the
CLP=0 cells should only be discarded if the total buffer occupancy is above the HBO



7.4 Performance with internetwork traffic 121

threshold.

The third implementation proposed in [EA98] combines the features of the other im-
plementations. The simulations discussed in [EA98] study the performance of two TCP
implementations with enhanced retransmission mechanisms in a LAN environment. The
two studied TCP implementations are T'C Pssck as we studied in the previous sections
and TCP NewReno [Hoe96]. The simulations performed with the Double-EPD implemen-
tation confirm the simulations discussed in section 7.3.2. [EA98] then studies the impact
of the MFS and MBS parts of the GFR traffic contract and the LBO threshold on the
performance of the two TCP implementations with Double-EPD and the three proposed
switch implementations. The simulations show that the MFS should not be too large, the
MBS should be larger than twice the MF'S to achieve good performance with workstation
traffic and that the LBO threshold should not be too small.

7.4 Performance with internetwork traffic

For this simulation study, we have considered three simple scenarios : the “five routers”,
the “ten routers” and the “mixed ten routers” scenarios. These scenarios enable to study
different aspects of the performance of internetwork traffic with the GFR service category.
The “five routers” allows us to evaluate whether internetwork traffic can benefit from a
guaranteed minimum bandwidth in the ATM network. With the “ten routers” scenario,
we study the impact of the round-trip-time on the efficient utilization of the ATM VCs.
For these two scenarios, we consider the Double-EPD and the per-VC threshold and
scheduling implementations. Finally we use the “mixed ten routers” scenario to evaluate
the impact of the GFR conformance definition on performance of internetwork traffic with
the per-VC threshold and scheduling implementation.

In the “five routers” scenario® (figure 7.26), all the ATM links have a bandwidth of
34 Mbps. The delay on the link between the ATM switches is set to 10 milliseconds,
while the delays on the links between the ATM switches and the routers is set to 2.5
milliseconds. The switches have per-port output buffers of 16.000 cells while the routers
are tail-drop routers with 700 KBytes buffers. Twenty TCP sources are attached with
10 Mbps point-to-point links to each router on the left side. Each of these sources sends
traffic to a companion destination attached to the companion router on the right side (i.e.
a source attached to R3 sends traffic to a destination attached to R3*). Two companion
routers (e.g. R1 and R1*) are linked with one GFR VC. The characteristics of the different
V(Cs are summarized in table 7.5. The total amount of reserved bandwidth on the link
between the two ATM switches is set to 30 Mbps (out of a maximum of 34 Mbps).

The “ten routers scenario” (figure 7.27) will mainly allow us to evaluate the influence
of the round-trip-time on the performance of the two switch implementations. In this
scenario, all the links between the routers and the ATM switches still have a bandwidth
of 34 Mbps. The delay on the link between the two switches is set to 5 milliseconds. As
in the “five routers” scenario, 20 TCP sources or destinations are attached to each router.
We consider five different delays for the links between the routers and the ATM switches
and GFR VCs with a MCR set to 2 or 4 Mbps. The characteristics of the GFR VCs

6The five routers scenario is similar to the scenario used in section 6.4.2 to evaluate the suitability of
the VBR.3 conformance definition to efficiently support internetwork traffic.
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Figure 7.26: The five routers scenario

Table 7.5: Five routers scenario : characteristics of the GFR VCs

VC PCR MCR | Router-router
delay
R1-R1* | 34 Mbps | 2 Mbps 15 msec
R2-R2* | 34 Mbps | 4 Mbps 15 msec
R3-R3* | 34 Mbps | 6 Mbps 15 msec
R4-R4* | 34 Mbps | 8 Mbps 15 msec
R5-R5* | 34 Mbps | 10 Mbps 15 msec

are summarised in table 7.6. In this scenario, the total reserved bandwidth on the link
between the two switches is still 30 Mbps.
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Figure 7.27: The ten routers scenario

In the “mixed ten routers” scenario (figure 7.28) , we modify the five routers scenario in
order to compare the performance of the GFR.1 and GFR.2 conformance definitions with
the per-VC threshold and scheduling implementation. For this, we consider five router-
router VCs with the GFR.1 conformance definition and five router-router VCs with the
GFR.2 conformance definition. We also double the bandwidth of the backbone ATM link.
In the “mixed ten routers” scenario, the total reserved bandwidth on the backbone link
is set to 60 Mbps out of 68 Mbps (2 x 80000 cells per second). The traffic contracts of
the ten router-router VCs are summarized in table 7.7.

In the three scenarios, the TCP sources model greedy file servers. Each TCP source
behaves as follows. It opens a TCP connection to its companion destination, sends a
1 MByte file and closes the TCP connection when the entire file has been successfully
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Table 7.6: Ten routers scenario : characteristics of the GFR VCs

VC PCR MCR | Router-router
delay
Rla-Rla* | 34 Mbps | 2 Mbps 25 msec
R1b-R1b* | 34 Mbps | 4 Mbps 25 msec
R2a-R2a* | 34 Mbps | 2 Mbps 45 msec
R2b-R2b* | 34 Mbps | 4 Mbps 45 msec
R3a-R3a* | 34 Mbps | 2 Mbps 65 msec
R3b-R3b* | 34 Mbps | 4 Mbps 65 msec
R4a-R4a* | 34 Mbps | 2 Mbps 85 msec
R4b-R4b* | 34 Mbps | 4 Mbps 85 msec
Rba-Rba* | 34 Mbps | 2 Mbps 105 msec
R5b-R5b* | 34 Mbps | 4 Mbps 105 msec

Table 7.7: Mixed ten routers scenario : characteristics of the GFR VCs

VC PCR MCR | Router-router | Conformance
delay definition
Rla-Rla* | 34 Mbps | 2 Mbps 15 msec GFR.1
R2a-R2a* | 34 Mbps | 4 Mbps 15 msec GFR.1
R3a-R3a* | 34 Mbps | 6 Mbps 15 msec GFR.1
R4a-R4a* | 34 Mbps | 8 Mbps 15 msec GFR.1
Rb5a-R5a* | 34 Mbps | 10 Mbps 15 msec GFR.1
R1b-R1b* | 34 Mbps | 2 Mbps 15 msec GFR.2
R2b-R2b* | 34 Mbps | 4 Mbps 15 msec GFR.2
R3b-R3b* | 34 Mbps | 6 Mbps 15 msec GFR.2
R4b-R4b* | 34 Mbps | 8 Mbps 15 msec GFR.2
R5b-R5b* | 34 Mbps | 10 Mbps 15 msec GFR.2

transmitted. At that time, it opens a new TCP connection to the same destination and
sends another 1 MBytes file ... The main parameters of the TCP sources are summarised
in table 7.8. These values are similar to those found in commercially available TCP
implementations.

The simulations discussed in this section were performed with STCP. Unless otherwise
mentioned, all the simulations reported in this section correspond to an average over 200
seconds of simulated time.

While the GFR service category allows the endsystems (in our cases the routers)
to distinguish between high and low priority AAL5-PDUs by marking the lower priority
AAL5-PDUs, we assume in this section that all the routers send only CLP=0 AAL5-PDUs.
For the simulations with the Double-EPD implementation, an F-GCRA is used at the
UNI interfaces of the ATM switches to tag the AAL5-PDUs which are not eligible for the
MCR. Thus, we always consider the GFR.2 conformance definition with the Double-EPD
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Figure 7.28: The “mixed ten routers” scenario

Table 7.8: Simulation parameters for the TCP sources

Parameter Value
Window size 65535 bytes
Retransmission timer granularity | 200 msec
Delayed Ack. timer granularity | 50 msec
Maximum Segment Size 1460 bytes
File size 1 Megabyte

switch implementation. For the simulations with the per-VC threshold and scheduling
implementation, we only consider the GFR.1 conformance definition with the five routers
and ten routers scenario since this switch implementation was designed with GFR.1 in
mind.

7.4.1 The five routers scenario

Before discussing the simulations with the GFR switch implementations, it is useful to
first verify that the 20 Ethernet sources attached to each router are able to actually utilize
the bandwidth reserved on the router-to-router VCs. For this, we slightly modify the five
routers scenario. We assume that the five VCs use the UBR service category and use EPD
on the ATM switches, but we artificially reduce the PCR of the links between switch2
and the destination routers as shown in table 7.9. The PCR of the ATM links connected
to switchl remains at 34 Mbps.

The simulations performed with this modified scenario (figure 7.29) showed that the 20
TCP sources were able to efficiently utilize the bandwidth available on the links between
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Table 7.9: Five routers “UBR” scenario : links between switch2 and the routers

Link PCR
switch2-R1* | 2 Mbps
switch2-R2* | 4 Mbps
switch2-R3* | 6 Mbps
switch2-R4* | 8 Mbps
switch2-R5* | 10 Mbps

switch2 and the destination routers. In figure 7.29, we compare the total goodput of the
20 sources attached to each router with the theoretical optimum goodput. By optimum
goodput, we mean the total goodput that the sources connected to each router would
achieve if there were no losses and retransmissions. Our simulations showed that the
total goodput achieved by the 20 sources was about 95% of the optimum goodput. In
this section, we will use the total goodput obtained with the UBR service category as
the basis to evaluate whether one GFR switch implementation allows the TCP sources to
utilize at least the reserved bandwidth.
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Figure 7.29: Five routers : UBR reference

Double-EPD

For the simulations performed with Double-EPD, we set the HBO threshold to 15000
cells. We set the LBO threshold to 2000 cells and varied the values of the MBS of all
the GFR VCs. Our simulations with Double-EPD showed that the MBS has a significant
influence on the total TCP goodput (figure 7.30). When the MBS was equal to the MFS,
the sources attached to the 10 Mbps router could not utilize the reserved bandwidth of
their router-to-router VC. On the other hand, the total goodput for the sources attached
to the 2 Mbps router was more than twice the UBR reference goodput. When the MBS
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of all the GFR VCs was set to 20 x M F'S, the sources attached to the 10 Mbps could
utilize their reserved bandwidth.
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Figure 7.30: Five routers : Double EPD with LBO=2000

The main reason for the low performance with a small MBS is the large number of
AAL5-PDUs which are tagged by the F-GCRA at the ingress of the network. For example,
when MBS is set to MFS, 70% of the AAL5-PDUs sent by the 2 Mbps router and 30% of
the AAL5-PDUs sent by the 10 Mbps router are tagged by the F-GCRA. Furthermore,
although the sum of the MCR of the GFR VCs corresponds to 88% of the backbone link,
only slightly less than 60% of the available bandwidth is used to carry CLP=0 AAL5-
PDUs with MBS=MFS. With MBS set to 20 x MF'S, 84% of the bandwidth on the
backbone link is used to carry CLP=0 AAL5-PDUs.

An interesting point to mention is that during these simulations, the average buffer
occupancy of the bottleneck switch was close to the LBO threshold (about 1700 cells with
a MBS of 160 cells and a LBO threshold of 2000 cells). Furthermore, the maximum buffer
occupancy did not reach very high values. For example, with the LBO threshold set to
2000 cells and a MBS of 640 cells, the buffer occupancy of the bottleneck switch did not
became larger than 2600 cells.

Since the Double-EPD switch implementation is an AAL5-aware version of the PBS
implementation used to support VBR.3 and the F-GCRA is an AAL5-aware version of
the GCRA used with the VBR.3 conformance definition, it is interesting to compare the
performance of internetwork traffic with VBR.3 and GFR.2. We compared the results of
the simulations discussed in section 6.4.2 (figure 6.12) with the GFR.2 simulations dis-
cussed above. When we compare simulations with similar parameters (LBO=P BSj eshota
and MBS[VBR.3]=MBS[GFR.2]+MFS-1 since the F-GCRA accepts larger bursts than
the VBR.3 GCRA), it appears that the Double-EPD implementation allows the sources
to achieve a higher goodput than the PBS implementation. For example, when the
LBO/PBS threshold is set to 2000 cells and the GFR.2 MBS is equal to MFS (32 cells),
the sources attached to the 10 Mbps router achieve a total goodput of 7.4 Mbps with
Double-EPD and GFR.2 while the same sources achieve only a total goodput of 6 Mbps
with the PBS implementation and the VBR.3 conformance definition. In both cases, the
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fraction of the AAL5-PDUs tagged by the F-GCRA/GCRA is similar. The main reason
why Double-EPD performs better than PBS is because it only discards entire AAL5-PDUs

and thus partially corrupted AAL5-PDUs are not transmitted uselessly on the backbone
link as with the PBS implementation combined with a VBR.3 GCRA.

We also performed simulations with other values for the LBO threshold. They showed
that with a larger LBO threshold, the total goodput for the sources attached to the 10
Mbps router is slightly smaller than with a lower LBO threshold. On the other hand,
they also showed that the total goodput for the sources attached to the 2 Mbps router
increased slightly when the LBO threshold increased. For example, figure 7.31 compares
the total goodput achieved by the sources attached to the various routers when MBS is
equal to MFS with a LBO threshold set to 2000 and 12000 cells.
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Figure 7.31: Five routers : Double EPD with LBO=2000 and LBO=12000

The influence of the LBO threshold on the total goodput of the sources attached to
the different routers is mainly due to two factors. The first factor is that when the LBO
threshold is set to 12000 cells, the packet loss ratio on the bottleneck switch is twice lower
than with the LBO threshold set to 2000 cells. With a lower packet loss ratio, the TCP
sources retransmit less packets and the total utilization of the backbone link increases.
This factor explains the higher total goodput for the sources attached to a router with a
small MCR. The second factor is that with a large LBO threshold, the traffic sent by the
routers appears to be more bursty and less AAL5-PDUs are accepted by the F-GCRA
at the ingress of the network, especially for the 10 Mbps router. There are slightly less
CLP=0 AAL5-PDUs on the backbone link with a LBO threshold set to 12000 cells than
with a LBO threshold set to 2000 cells. This means that more bandwidth is available for
the CLP=1 AAL5-PDUs with a large LBO threshold. Furthermore, when we look at the
CLP=1 AAL5-PDUs, it appears that the amount of CLP=1 AAL5-PDUs received by the
destination routers is almost independent of their MCR. This means that the bandwidth
which is not used by the CLP=0 AAL5-PDUs is shared equally among the five VCs.

Based on this simulation, one could recommend to set the LBO threshold to small
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values” since the performance decreases with an increase of the LBO threshold. However,
it should be noted that setting the LBO threshold to a very small value would not be a
good solution. With a LBO threshold set to 0 cell, all the non-eligible AAL5-PDUs would
be discarded in the ATM switches. The simulations performed with this low threshold
(figure 7.32) showed that the sources attached to each router had huge difficulties to
utilize their reserved bandwidth, especially with a small MBS. These simulations confirm
the recommendation found in the current definition of the GFR service category [Ken98],
which notes that “an implementation which discards all non-eligible AAL5-PDUs would
be inconsistent with the “spirit” of the GFR service specification and would receive a poor
service evaluation”.
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Figure 7.32: Five routers : Double EPD with LBO=0

From this simulation, it appears that the MBS of the GFR.2 traffic contracts should
be set to a large value with the Double-EPD switch implementation.

Per-VC threshold and scheduling

For the simulations with the per-VC threshold and scheduling implementation, we as-
sumed that a fraction of the buffer was reserved for each VC. For this, we varied the value
of the T; threshold and set the HBO threshold to 15000 — 5 x T; cells®. When the T;
threshold was set to small values (e.g. MFS <T; <10 x MFS), our simulations did not
reveal any difference in the total TCP goodput (figure 7.33). With a larger 7T; threshold
(e.g. 20 x MFS), the simulations showed a small decrease in the total goodput of the
sources attached to the 10 Mbps router. A comparison with the UBR reference good-
put shows that with the per-VC threshold and scheduling implementation the unreserved
bandwidth on the backbone ATM link is distributed among the five VCs in proportion of
their MCR.

7 As already mentioned, this recommendation was proposed in [PB97] based on simulations performed
with workstation traffic.

8The value of the LBO threshold is not relevant for the simulations discussed in this section since the
routers only send CLP=0 AAL5-PDUs and no tagging is performed inside the network.
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Figure 7.33: Five routers : per-VC threshold and scheduling

7.4.2 The ten routers scenario

As a reference for the “ten routers” scenario, we also consider a “reference” UBR scenario.
In this UBR scenario, we artificially limit the bandwidth of the links between the second
ATM switch and the R* routers to the MCR used for the GFR traffic contracts. The
simulations performed with this modified scenario did not show any influence of the
round-trip-time on the total goodput achieved by the TCP sources (figure 7.34). In all
the figures of section 7.4.2 we show the total TCP goodput of the workstations attached
to the various routers in function of the one-way delay on the router-to-router VC. In
these figures, the curves with a dashed (resp. straight) line correspond to router-to-router
VCs with a 4 Mbps (resp. 2 Mbps) MCR. We will use these UBR goodputs as a reference
to compare the performance of the two GFR switch implementations.
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Figure 7.34: Ten routers : UBR reference
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Double-EPD

For the simulations with Double EPD, we set the LBO threshold to 2000 cells and the
HBO threshold to 15000 cells. As with the five routers scenario, the simulations with the
ten routers scenario (figure 7.35) showed that the MBS of the GFR.2 traffic contract had
a large influence on the total goodput achieved by the sources attached to each router.
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Figure 7.35: Ten routers : Double EPD

With a small MBS (MBS=MFS) for the GFR.2 traffic contract, the router-to-router
delay has a large influence on the total goodput achieved by the sources connected to
each router. With this small MBS, all the sources attached to a 2 Mbps router achieved
a higher goodput than their UBR reference goodput, but this was at the prejudice of the
sources attached to a 4 Mbps router with a large delay. With a larger MBS (MBS =
20 x MFS), the sources attached to the 4 Mbps routers could utilize their reserved
bandwidth and the influence of the router-to-router delay was limited. These simulations
confirm the recommendation to utilize large values for the MBS with the Double-EPD
switch implementation.

Per-VC threshold and scheduling

For the simulations with the per-VC threshold and scheduling implementation, we set the
HBO threshold to 15000 — 10 x 7; and varied the value of the T; thresholds as with the
five routers scenario. The simulations showed that the influence of the router-to-router
delay with this switch implementation was not significant (figure 7.36). As with the five
routers scenario, the unreserved bandwidth was distributed among the different VCs in
proportion to their MCR.

7.4.3 The “mixed ten routers” scenario

As a reference for the “mixed ten routers” scenario, we consider the simulations performed
with the per-VC threshold and scheduling implementation with the “five routers” scenario.
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Figure 7.36: Ten routers : per-VC threshold and scheduling
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If the GFR conformance definition did not have an influence on the total TCP goodput,
then the various VCs should achieve the same goodput as in the “five routers” scenario.
We consider the total goodput of the “five routers” scenario (see figure 7.33) as a reference
goodput for this section.

For the simulations with the “mixed ten routers” scenario, we used the same MBS
for the traffic contracts of the GFR.1 and GFR.2 VCs and set the T; thresholds equal
to the MBS. We then set the LBO threshold to 6000 cells and the HBO threshold to
15000 — 10 x T; cells. The simulations performed with the MBS of the traffic contracts
equal to the MFS showed a huge unfairness (figure 7.37). With this small MBS, the
GFR.2 VCs cannot utilize their minimum guaranteed bandwidth and consequently the
GFR.1 VCs receive a large fraction of the available bandwidth.
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Figure 7.37: Mixed ten routers scenario with MBS=MF'S

The unfairness of the per-VC threshold and scheduling implementation with the
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“mixed ten routers” scenario is due to several factors. The first factor, as already men-
tioned previously for the simulations with the other scenarios and the Double-EPD imple-
mentation, is that the F-GCRA used at the ingress of the network with the GFR.2 con-
formance definition tags a large fraction of the AAL5-PDUs. For example, with the MBS
equal to the MFS (32 cells), 28% of the AAL5-PDUs sent by the 2 Mbps GFR.2 router
and 11% of the AAL5-PDUs sent by the 10 Mbps GFR.2 router are tagged. The second
factor is the buffer acceptance algorithm used by the per-VC threshold and scheduling
implementation. This buffer acceptance algorithm discards the arriving CLP=1 AAL5-
PDUs when the buffer occupancy is above the LBO threshold, but the arriving CLP=0
AAL5-PDUs are only discarded when the buffer occupancy is above the HBO threshold
and the per-VC occupancy is above the 7; threshold. During our simulations, none of the
CLP=0 AAL5-PDUs sent by the GFR.2 routers was discarded at the bottleneck switch.
However, almost all the AAL5-PDUs tagged by the F-GCRA on the GFR.2 VCs were
discarded on the bottleneck switch. This is due to the fact that the buffer of the bot-
tleneck switch was entirely filled with CLP=0 AAL5-PDUs sent by the GFR.1 VCs. In
fact, the average total buffer occupancy of the bottleneck switch was close to 13000 cells
while the average occupancy of the per-VC queues of the GFR.2 VCs was very small.
These combined two factors are the main reason for the low performance of the per-VC
threshold and scheduling implementation in this case.

It should be noted that with the “mixed ten routers” scenario and a small MBS, the
GFR.2 routers could not utilize their minimum guaranteed bandwidth. For example, the
total goodput of the sources attached to the 10 Mbps GFR.2 router was only 3.9 Mbps,
while the minimum guaranteed bandwidth when taking into account the TCP/IP/AAL5
and ATM overheads is 8.6 Mbps. This is a very low utilization of the minimum guaranteed
bandwidth.

The simulations with a MBS set to 20 x M F'S (figure 7.38) showed a similar but less
severe unfairness. In this case, the fraction of the AAL5-PDUs tagged by the F-GCRA
on the GFR.2 was smaller than with the smaller MBS. For example, 20% of the AAL5-
PDUs sent by the 2 Mbps GFR.2 router and only 9% of the AAL5-PDUs sent by the 10
Mbps GFR.2 router were tagged by the F-GCRA. In this case also, almost all the CLP=1
AAL5-PDUs were discarded on the bottleneck switch.

With a larger MBS, the sources attached to the GFR.2 routers could not still efficiently
utilize their reserved bandwidth. For example, the total goodput for the sources attached
to the 10 Mbps GFR.2 router was only 6.6 Mbps instead of 8.6. While the total goodput
of the sources attached to the GFR.2 routers increases, using a large MBS is probably not
a solution to efficiently support both GFR.1 and GFR.2 VCs with the per-VC threshold
and scheduling implementation.

In fact, when used with both GFR.1 and GFR.2 VCs, the per-VC threshold and
scheduling implementation behaves almost like the Double-EPD implementation with
a LBO threshold set to 0 cells since in both cases all the AAL5-PDUs tagged by the
F-GCRA are discarded. This is annoying since the per-VC threshold and scheduling
implementation is much more complex than the Double-EPD implementation.
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Figure 7.38: Mixed ten routers scenario with MBS=20 x M F'S

7.4.4 Related work

Most of the simulations study on the performance of TCP with the GFR service category
have considered workstation traffic (see section 7.3.7). However, recently several papers
and ATM Forum contributions [HV98a, Lee98, GJFV98] have, like us [Bon98b|, also
considered internetwork traffic.

In [HV98a], the authors compare the performance of the Double-EPD implementation
for GFR.2 with Partial Buffer Sharing for VBR.3. The simulations discussed in [HV98a]
consider a single simulation scenario similar to our “five routers” scenario. They study
the influence of the MBS of the GFR traffic contracts on the performance of TCP. The
simulations show that GFR.2 provides a better performance than VBR.3 and that a
large MBS is required to allow the sources attached to a router with a large MCR to
efficiently utilize the minimum guaranteed bandwidth. These conclusions are in line with
our simulations with the “five routers” scenario. Compared with the simulations discussed
in [HV98a|, our simulations have also studied the performance of the per-VC threshold
and scheduling implementation and considered other network scenarios than the “five
routers” scenario.

[GJFV98| proposes a new buffer acceptance mechanism to support the GFR service
category in FIFO-based ATM switches with per-VC accounting and studies its perfor-
mance with internetwork traffic. We discuss this proposed implementation in section 8.3.6.

7.5 Drawbacks of the proposed implementations

The simulations discussed in the previous sections have allowed us to gain a good under-
standing of the behaviour of the two example GFR switch implementations [Ken98| with
TCP/IP traffic. Based on the results of these simulations, we identify in this section the
main drawbacks of the Double-EPD and of the per-VC threshold and scheduling switch
implementations.
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7.5.1 Drawbacks of Double-EPD

The Double-EPD implementation suffers from three important drawbacks. The first one
is that it was designed with the GFR.2 conformance definition in mind. The second
drawback is that it provides a relatively low performance when used with workstation
and to a smaller extent internetwork traffic. The third drawback is that it cannot isolate
one VC from the behaviour of other VCs.

Support for GFR..1

The Double-EPD implementation requires an explicit identification of the eligible and
the non-eligible AAL5-PDUs. With the GFR.2 conformance definition, this identification
is performed by the F-GCRA at the ingress of the network. It can be expected that
the Double-EPD implementation will be mainly used to support the GFR.2 conformance
definition. However, it might be possible to combine a F-GCRA with a Double-EPD im-
plementation to support the GFR.1 conformance definition. In some ATM switches, the
internal representation of the ATM cell is slightly larger than the standard 53 bytes. This
internal representation usually carries internal parameters for the switch (e.g. a routing
tag for self-routing switches). If there is at least one unused bit in this internal represen-
tation, then it is possible to support the GFR.1 conformance definition by combining a
F-GCRA with a trivial modification to the Double-EPD implementation. The F-GCRA
would be used at the ingress of this switch to set the unused bit of the internal represen-
tation to 1 (resp. 0) for the non-eligible (resp. eligible) AAL5-PDUs. The Double-EPD
implementation would then decide whether to accept an arriving AAL5-PDU on the ba-
sis of the occupancy of its buffer and the value of the “unused” bit for the first cell of
the AAL5-PDU. These internal representations of the ATM cells are common in large
switches (e.g. when a routing tag is attached to each cell), but finding a spare bit in this
internal representation is not necessarily always possible in those switches.

Performance with TCP/IP traffic

The simulations discussed in sections 7.3 and 7.4 have shown that the Double-EPD im-
plementation, combined with the F-GCRA, has difficulties to efficiently support TCP/IP
traffic. This low efficiency is mainly due to the burstiness of TCP/IP traffic which causes
the F-GCRA to tag a large fraction of the AAL5-PDUs. We will however show in sec-
tion 8.2 that the performance of Double-EPD when carrying workstation and internet-
work traffic can be significantly improved with a relatively simple modification to the
ATM adapters.

Lack of VC isolation

The third drawback of the Double-EPD implementation is the lack of VC isolation for the
CLP=1 traffic. This lack of isolation is not a problem if all the sources are cooperative
and adapt their transmission rate when congestion occurs. This is the case we studied
with workstation and internetwork traffic in our simulations. However, a non-cooperative
source could utilize a large fraction of the unreserved bandwidth by forcing the other
cooperative sources to unnecessarily reduce their transmission rates. The Double-EPD
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implementation does not provide any mechanism to control such non-cooperative sources.
This is not desirable, especially in public networks where it cannot be assumed that all
the sources will cooperate.

Another problem related to this lack of isolation is that the network operator has no
control on how the unreserved bandwidth is distributed among the active VCs.

7.5.2 Drawbacks of per-VC threshold and scheduling

The simulations discussed in the previous sections have shown that the per-VC threshold
and scheduling implementation had several difficulties to efficiently support both GFR.1
and GFR.2 VCs at the same time. This problem is in fact related to the interpretation
of the relative importance of CLP=1 AAL5-PDUs compared with non-eligible CLP=0
AAL5-PDUs. This interpretation is currently not addressed in [Ken98, SG198|, but is
important when considering the deployment of GFR. The second drawback, which did
not appear in the simulations, is the inefficient support of GFR VCs with MCR=0 by the
current WFQ-like schedulers due to the fact that it is impossible to use a weight of 0 for
these VCs.

Importance of the CLP=1 AAL5-PDUs

The question of the importance of the CLP=1 AAL5-PDUs will become clear by consider-
ing a very simple example. Let us assume a single congested switch based on the per-VC
threshold and scheduling implementation. Let us also assume that two GFR.1 VCs (VCa
and VCp) are established through this switch and that both VCs have a MCR equal to
50% of the output link of the switch. The only difference between the two VCs is that
V(4 is continuously sending CLP=0 AAL5-PDUs while V(g is continuously sending
CLP=1 AAL5-PDUs. In this case, 50% of the AAL5-PDUs from V(4 are eligible for
the minimum guaranteed bandwidth and thus VCy should achieve a throughput which
is at least equal to its MCR. For VCp, its CLP=1 AAL5-PDUs are not eligible for the
minimum guaranteed bandwidth. Thus, according to the definition of the GFR service
category, 50% of the output link must be used to carry 50% of the (CLP=0) AAL5-PDUs
from VCy. However, the definition of the GFR service category does not specify how the
remaining 50% of the output link should be shared between the non-eligible (CLP=0)
AAL5-PDUs from VC4 and the non-eligible (CLP=1) AAL5-PDUs from VCpg. There
are two possible interpretations of the importance of CLP=1 AAL5-PDUs in a real ATM
switch.

The first interpretation, which we will call strict CLP priority, is to consider that a
CLP=1 AAL5-PDU is always less important® than a CLP=0 AAL5-PDU, even if this
AAL5-PDU is non-eligible for the minimum guaranteed bandwidth and belongs to a
different VC. The per-VC threshold and scheduling implementation supports this inter-
pretation.

This strict CLP priority is probably mainly suitable for private networks where the
network manager has a complete control on the devices attached to the ATM network. In
such a private network, the network manager may wish to utilize the CLP=0 AAL5-PDUs

9By “less important”, we mean that if a switch has to discard one AAL5-PDU due to internal con-
gestion, then it should preferably discard the less important one.
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only for mission-critical traffic and thus require that CLP=0 AAL5-PDUs should only be
discarded when congestion is exclusively caused by CLP=0 AAL5-PDUs. If the network
manager chooses this approach, it can however be expected that the total amount of
CLP=0 AAL5-PDUs in the network would still be limited by some means. We list below
some possible applications for the strict CLP priority :

e In a corporate Intranet, some traffic may be much more valuable (at application
level) than other traffics. A typical example is SNA traffic from mainframes. Other
examples are mirroring of mainframes or transaction processing. Usually the amount
of traffic generated by these applications is limited compared with the bandwidth
available on the Intranet.

e In an ISP network, the traffic which is received from the expensive wide area links
(e.g. transatlantic links) has a higher monetary cost for the ISP operator than the
local traffic. It would thus be desirable to protect the AAL5-PDUs which have
crossed the expensive wide area links over the AAL5-PDUs generated locally. This
can be done by using only CLP=0 AAL5-PDUs for the packets received from the
wide area links and using CLP=1 AAL5-PDUs for the traffic which does not cross
the border of the ISP network. Since the bandwidth on the wide area links is usually
much lower than the bandwidth available on the ISP network, then the total amount
of CLP=0 AAL5-PDUs is limited.

In these examples, the total amount of CLP=0 AAL5-PDUs is limited by an explicit
configuration of all the devices attached to the ATM network by the network manager.
Thus, while short term congestion may cause CLP=0 AAL5-PDUs to starve traffic from
CLP=1 AAL5-PDUs, it can be expected that on average a large amount of the available
bandwidth would be left for the CLP=1 AAL5-PDUs.

The second interpretation, which we will call relative CLP priority, is to consider that
a CLP=1 AAL5-PDU is always less important than a CLP=0 AAL5-PDU from the same
VC, but that a CLP=1 AAL5-PDU from one VC (e.g. a VC with a high MCR) might be
more important than a CLP=0 AAL5-PDU from another VC (e.g. a VC with MCR=0).
This second interpretation is suitable for public networks where the charging is likely to
be only based on the traffic contract (e.g. MCR) and the duration of the VC, but does
not depend on the actual volume of CLP=0 and CLP=1 cells. In this case, a user with a
large MCR should always be able to successfully transmit data at the negotiated MCR,
even during short periods of time where he is only sending CLP=1 AAL5-PDUs.

The relative CLP priority is probably preferable!® in public networks which supports
the two GFR conformance definitions. In this case, favoring the GFR.1 VCs over the
GFR.2 VCs like the per-VC threshold and scheduling implementation (see section 7.4.3)
is probably not an acceptable solution. The relative CLP priority is not supported by the
per-VC threshold and scheduling implementation.

10While we were proofreading this thesis, [WNH98] proposed to clarify the GFR service category
definition by adopting the relative CLP priority interpretation.
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Support for best-effort VCs

The simulations discussed in the previous sections have shown that the Virtual Spacing
scheduler distributes the available bandwidth to all the VCs in proportion to their respec-
tive MCR. In fact, most of the WFQ-like schedulers discussed in the literature distribute
the available bandwidth in a similar way. Such a distribution of the available bandwidth
among the active VCs might be suitable in some networks, but it is not appropriate for all
environments. Some network operators would probably want to distribute the unreserved
bandwidth differently than in proportion to the MCR. of the active VCs.

Furthermore, to support best-effort (i.e. UBR or GFR with MCR=0) VCs in switches
using such schedulers it is necessary to implicitly reserve some bandwidth for these best-
effort VCs. If each best-effort VC is mapped into a single queue which is served by a
WEFQ-like scheduler, then a non-zero MCR must be associated with each queue and thus
with each best-effort VC. If all the best-effort VCs are mapped into a single queue which
is served by a WFQ-like scheduler, then a non-zero MCR must be associated with the
group of best-effort VCs. In both cases, the MCR which is implicitly associated with the
best-effort VCs is not available to carry traffic from the GFR VCs with a non-zero MCR.

In order to reduce the impact of this implicit bandwidth reservation, one could think of
setting the MCR associated with the group of best-effort VCs to the lowest value supported
by the WFQ-like scheduler. Unfortunately, this solution is not without problems. For
example, let us assume that the smallest MCR supported by the WFQ-like scheduler is
equal to one cell per second. In this case, the bandwidth which is implicitly reserved
for the best-effort VCs is very small and thus it does not severely limit the amount of
bandwidth which can be reserved for the GFR VCs with a non-zero MCR. Let us also
assume that the WFQ-like scheduler is attached to a 34 Mbps (80000 cells/sec) E-3 ATM
link and that one GFR VC with a MCR of 1000 cells per second is using this link together
with one best-effort VC. If both VCs are always continuously active, then the WFQ-like
scheduler will serve the best-effort VC at a rate of 80000 x 1011 = 80 cells per second
while the VC with a 1000 cells per second MCR will be served at a rate of 79920 cells per
second. This cannot be considered as an acceptable support for the best-effort VCs.

On the other hand, if the switch had implicitly assigned all the unreserved bandwidth
to the best-effort VCs, then no unreserved bandwidth would be available for the VCs
with a minimum guaranteed bandwidth. This solution is not more acceptable than the
previous one.

The discussion above has shown that distributing the unreserved bandwidth in pro-
portion to the MCR of the active VCs like current WFQ-like schedulers causes several
problems when VCs with and without a minimum guaranteed bandwidth are multiplexed
on a single link. A more flexible distribution of the unreserved bandwidth is desirable to
efficiently support GFR VCs in an ATM switch.

7.6 Conclusion

In this chapter, we have presented two important contributions concerning the utilization
of the GFR service category to provide services with a minimum guaranteed bandwidth
to TCP/IP traffic.
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Our first contribution is a detailed simulation study of the performance of the Double-
EPD and the per-VC threshold and scheduling implementations with workstation traf-
fic [Bon98d]. For this simulation study, we have considered three TCP implementations
with different retransmission mechanisms. Our simulations in LAN and WAN environ-
ments have shown that TCP had huge difficulties to utilize the minimum guaranteed
bandwidth of the ATM VC with the Double-EPD implementation. The performance of
the per-VC threshold and scheduling implementation was much better, but there were
still some performance problems, especially in WAN environments and when the GFR.2
conformance definition was used. This simulation study [Bon97] was one of the first
detailed simulation study of workstation traffic with the GFR service category and was
largely discussed within the ATM Forum and the ITU-T when it was publicly distributed
in July 1997.

Our second contribution is a detailed simulation study of the performance of the two
switch implementations mentioned above with internetwork traffic [Bon98b]. This simu-
lation study has shown that the two switch implementations provide a better performance
with internetwork traffic than with workstation traffic. However, the simulations with the
Double-EPD implementation have shown that large values for the MBS were required
to efficiently support internetwork traffic. The performance of the per-VC threshold and
scheduling implementation was always good with GFR.1 VCs. However, our simulations
have shown that the per-VC threshold and scheduling implementation had huge difficul-
ties to efficiently support both GFR.1 and GFR.2 VCs in the same switch. In this case,
our simulations have shown that the GFR.2 VCs were not able to utilize their minimum
guaranteed bandwidth while the GFR.1 VCs could grab some of the bandwidth reserved
for the GFR.2 VCs.

Based on the lessons learned from the simulations with workstation and internetwork
traffic, we have then identified several drawbacks of the Double-EPD and per-VC threshold
and scheduling implementations. We have explained the two possible interpretations of
the CLP bit with the current definition of the GFR service category. We have also shown
that distributing the unreserved bandwidth in proportion to the MCR of the active VCs
as done by most WFQ-like schedulers could lead to difficulties to support GFR VCs with
a minimum guaranteed bandwidth together with best-effort VCs.

We will investigate in the following chapter several possible solutions to improve the
performance of the GFR switch implementations with TCP/IP traffic.



Chapter 8

Improvements to the GFR switch
implementations

8.1 Introduction

The simulations described in the previous chapter have allowed us to gain a much better
understanding of the behaviour of the Double-EPD and per-VC threshold and scheduling
implementations when carrying TCP/IP traffic. Based on this knowledge, we investigate
in this chapter three possible ways to improve the performance of GFR switch implemen-
tations when carrying TCP/IP traffic.

This chapter is structured as follows. We first evaluate in section 8.2 whether the
performance of TCP/IP with the GFR.2 conformance definition can be improved by
adding some traffic shaping capabilities to the ATM adapters. We then investigate in
section 8.3 whether it is possible to completely support the GFR service category in
FIFO-based ATM switches without requiring per-VC queueing and scheduling. Finally
we propose in section 8.4 an extension to the Virtual Spacing algorithm to better support
the GFR service category with the per-VC threshold and scheduling implementation.

8.2 Improving the performance of TCP with GFR.2

The simulations discussed in the previous chapter have shown that the main drawback
of the GFR.2 conformance definition is that, due to the burstiness of workstation and
internetwork traffic, the F-GCRA at the ingress of the network may tag a large fraction
of the AAL5-PDUs even if the long-term average rate of the GFR VC is much lower
than its minimum guaranteed bandwidth. This large number of CLP=1 AAL5-PDUs
causes performance problems when the GFR.2 conformance definition is used with the
Double-EPD or the per-VC threshold and scheduling implementations.

In this section, we investigate whether it is possible to improve the performance of
workstation and internetwork traffic with the GFR.2 conformance definition by reduc-
ing the burstiness of the traffic with a simple shaping algorithm. We present a simple
shaper suitable for the GFR service category in section 8.2.1 and discuss its performance
with workstation and internetwork traffic in sections 8.2.2 and 8.2.3.
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8.2.1 A simple shaper

Shaping algorithms have already been proposed several times to improve the performance
of ATM networks. One of the first utilizations of shaping algorithms was to reduce the
Cell Delay Variation (CDV) on CBR VCs [BGSC92]. It was shown that by reducing this
CDV it was possible to increase the utilization of the ATM links while preserving the
QoS guarantees. Several implementations of such shapers based on the GCRA algorithm
were proposed [WW92, BSG92|. Similar shapers were also proposed to support the VBR
service category [LAHO7].

Another popular application of shaping algorithms is to reduce the burstiness of video
traffic. In this case, the objective of the shaper is to reduce the burstiness of the traffic
while maintaining the QoS guarantees and notably the delay guarantees. Several types
of shapers have been proposed in the literature. Some control the transmission rate by
taking into account a model of the video traffic (see e.g. [CT98]). Others control both the
transmission rate and some parameters of the video compression scheme with a feedback
loop between the shaper and the video coder (see e.g. [HRRI7]).

In these applications, the shaping algorithm is mainly used to ensure that the traffic
at the output of the shaper is conformant with a predefined CBR or VBR traffic contract.
This means that the burstiness of the traffic is bounded by the parameters of the traffic
contract. When considering a shaper to support the GFR service category, we would like
to reduce the burstiness of the traffic while still allowing the GFR VCs to benefit from any
available unreserved bandwidth inside the network. For this, we consider a stand-alone
shaper as shown in figure 8.1. This shaper contains a buffer and is able to regulate its
transmission rate. In practice we expect that the shaper would be integrated inside the
ATM adapters of the workstations or the routers or used up-front of the F-GCRA in a
GFR policing unit.

Since the goal of the simple shaper is to reduce the burstiness of the traffic, a simple
solution to regulate the transmission rate of the shaper would be to measure the long-term
average arrival rate of the incoming traffic and to set the transmission rate equal to this
average rate. Although this solution would clearly limit the burstiness of the traffic at
the output of the shaper, it would also probably result in a very large occupancy of the
buffer of the shaper. Such a large occupancy would cause large queueing delays and could
not be considered as an acceptable solution. A real shaper should be able to reduce the
burstiness of the traffic with a small buffer and of course without cell losses.

GFR sourc;%

Figure 8.1: Reference configuration for the simple shaper
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For a simple shaper, we propose to compute the transmission rate of the shaper as
shown in equation 8.2.1, where B, is the occupancy of the shaper buffer and ACR is the
long term measured average incoming rate of the traffic. We assume that the endsytems
are only sending CLP=0 AAL5-PDUs and consider two thresholds on the occupancy
of the shaper buffer : Miny and Mazy,. When the occupancy of the shaper buffer is
below Miny,, the transmission rate of the shaper is set tomaz(ACR,MCR). We use the
maximum of the long term average rate and the minimum guaranteed bandwidth to allow
the shaper to always transmit at least at the minimum guaranteed bandwidth. This is
especially important when an endsystem starts to transmit since at that time ACR is
not yet a valid indication of the long term average rate. We expect that usually the
long term average rate will be larger than the MCR. When the occupancy of the shaper
buffer is larger than or equal to Maz,,, the buffer is heavily filled and to avoid cell losses,
we set the transmission rate to the PCR of the GFR traffic contract. If the incoming
traffic conforms to the PCR part of the GFR traffic contract, then the occupancy of
the shaper buffer should not exceed Maz,. Thus, Mazy, would usually be close! When
the occupancy of the shaper buffer is between Ming, and Maz,,, the transmission rate
is set to the maximum of the measured average rate and a linear function of the buffer
occupancy. The transmission rate of the shaper is also shown graphically in figure 8.2.
The transmission rate is computed every time a cell is transmitted by the shaper.

Boee < Miny, = maz(ACR, MCR)
Ming, < Boee < Maxy, = max(ACR, MCR + % X (Boee — Ming,))
Maxy, < Boee = PCR

(8.1)
Transmission rate
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Figure 8.2: Simple function to compute the transmission rate of the shaper

IThe difference between Maz;, and the size of the buffer would depend on the amount of CDV
tolerance associated with the PCR of the traffic contract.
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As a simple solution to compute the average arrival rate of cells in the shaper buffer,
we measure the number of cells which arrive during a period of T seconds and compute
the average rate as ACR = ACR — wq x (ACR — cells/T) wherecells is the number of
cells received during the last period of T seconds and wgq an averaging factor. ACR is set
equal to the MCR of the GFR traffic contract when the shaper is initialized.

8.2.2 Performance with workstation traffic

To evaluate whether a simple shaper such as the one discussed above could improve the
performance of workstation traffic with the Double-EPD implementation, we considered
the LAN environment studied in section 7.3. We modified the simulation scenario by
inserting a simple GFR shaper with 2000 cells of buffer at the output of each workstation.
The Miny, threshold of the shaper was set to one maximum sized frame (192 cells) and
Mazx,;, was set to 2000 cells. We choose a non-zero value for Ming, in order to ensure that
the simple shaper can absorb a small burst of cells while still transmitting at the long term
average rate. The window size for the ACR measurements was set to 10 milliseconds and
the averaging factor (wq) was set to 0.05. In practice, we expect that the shaping would
be performed by the ATM adapter under the control of the ATM device driver. Besides
the introduction of the simple shaper, we did not modify the simulation scenario used in
section 7.3. We considered one privileged source and varied its MCR from 20000 cells per
second to 180000 cells per second and nine background sources with their MCR set to
20000 cells per second. We only consider T'C'Ps4ci for the simulations with the simple
shaper since the simulations performed without a shaper showed that this implementation
achieved the best performance.

The simulations performed with the simple shaper (figure 8.3) revealed a significant
performance gain due to the introduction of the shaper. With the simple shaper, the
privileged source was almost always able to completely utilize its guaranteed minimum
bandwidth. The benefits of the simpler shaper are particularly visible when we compare
the results shown in figure 8.3 with those shown previously in figure 7.10 (see page 107).
Without a shaper, the throughput of the privileged source did not reach 30 Mbps with a
MCR of 180000 cells per second while it reached 65 Mbps with a shaper.

We also performed simulations with larger values for Min,,. These simulations showed
that the throughput of the privileged source decreased as Miny, increased, especially with
a large MSS. With a MSS set to 9140 bytes and a larger Ming,, the F-GCRA tagged
more AAL5S-PDUs than with a smaller Min,,. Some of these tagged AAL5-PDUs were
discarded by the Double-EPD switch and these packet drops resulted in expirations of
TCP’s retransmission timer. With a MCR set to 180000 cells per second, the retransmis-
sion timer of the privileged source expired on average every five seconds with Miny, set to
192 cells and every 2 seconds with Ming, set to 1000 cells. In both cases, Mazx,;, was set
to 2000 cells. With a MSS of 1460 bytes there were few expirations of the retransmission
timer, even with larger values for Ming,. This is not surprising since the simulations
discussed in section 7.3 had already shown that T'C' Psck suffered from less expirations
of its retransmission timer with a 1460 bytes MSS than with a 9140 bytes MSS.
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Figure 8.3: T'CPssck throughput for privileged and background sources with simple
shaper

8.2.3 Performance with internetwork traffic

To evaluate the suitability of the simple shaper to efficiently support internetwork traffic,
we considered the five routers scenario with the Double EPD switch implementation. The
only modification we introduced in the simulation scenario was that we attached a simple
shaper to the output queue of each router. The shaper was configured with a Maxy,
threshold of 2000 cells and we varied the value of the Miny, threshold. To reduce the
number of variable parameters, we set the Miny, threshold equal to the MBS of the traffic
contract of the GFR VCs. We used a LBO threshold of 2000 cells with the Double-EPD
implementation. The simulations performed with the shaper (figure 8.4) showed that the
workstations attached to the various routers were able to efficiently utilize their MCR.
This is a significant improvement over the simulations performed without the simple
shaper (see figure 7.30 on page 126). Furthermore, the simulations showed that with
the simple shaper, the goodput achieved by the workstations attached to the routers was
almost independent of the MBS of their traffic contracts. This means that with the simple
shaper it is possible to achieve good performance with the Double-EPD implementation
and small MBS values. A closer look at the simulations showed that with the simple
shaper, the unreserved bandwidth was almost equally shared among all the active VCs.
We also performed simulations with the LBO threshold of the Double-EPD switches
set to 0. In this case, all the CLP=1 AAL5-PDUs are discarded by the ATM switches and
simulations performed without a shaper (see figure 7.32 on page 128) have shown that the
workstations attached to the various routers had huge difficulties to utilize their minimum
guaranteed bandwidth, especially when a low value for the MBS was used. With a simple
shaper attached to each router, the simulations (figure 8.5) showed that the workstations
were able to utilize their minimum guaranteed bandwidth. Again, with the simple shaper,
the total goodput is almost independent of the MBS of the GFR traffic contracts. This
is a significant improvement compared to the simulations without the simple shaper.
Finally, we considered the “mixed ten routers” scenario. In this scenario, we compare
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Figure 8.4: Five routers scenario with simple shaper and LBO=2000
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Figure 8.5: Five routers scenario with simple shaper and LBO=0

the performance of the per-VC threshold and scheduling implementation with GFR.1 and
GFR.2 VCs. In this case, the simulations performed without a simple shaper (see fig-
ure 7.37 on page 131) have shown a huge unfairness between the GFR.1 and the GFR.2
Vs, especially with a small MBS. The simulations with a simpler shaper attached to each
GFR.2 router and a MBS of 32 cells (figure 8.6) showed that the simple shaper allowed
the GFR.2 routers to correctly utilize their minimum guaranteed bandwidth. The sim-
ulations with a larger MBS produced similar results. The main reason for the improved
performance was that with the shaper the GFR.2 routers were able to send CLP=0 AAL5-
PDUs at a rate which is close to their minimum guaranteed bandwidth. Of course, the
GFR.2 routers were still unable to benefit from the unreserved bandwidth since the per-
VC threshold and scheduling implementation supports a strict interpretation for the CLP
bit and discards all the CLP=1 AAL5-PDUs from the GFR.2 VCs. A modification to the
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buffer acceptance mechanism used by the per-VC threshold and scheduling implementa-
tion would be necessary to avoid this unfairness by supporting a relative interpretation
for the CLP bit instead of a strict interpretation.
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Figure 8.6: Mixed ten routers scenario with simple shaper and MBS=32

8.2.4 Further work

The simulations discussed above have clearly shown that shaping could be an interest-
ing solution to improve the performance of TCP/IP traffic with the GFR.2 conformance
definition. If the GFR.2 conformance definition becomes widely used, it might be worth-
while to try to improve the performance of the simple shaper discussed in this section.
A first way to improve the shaper is the computation of the average rate. We used a
fixed window in the simple shaper, but this is probably not the best solution. Possible
averaging functions include the exponential averaging proposed by [SSZ98| in another
context or moving windows. A second way to improve the simple shaper would be to
explore other solutions than the linear function used by the simple shaper to compute
the transmission rate as a function of the occupancy of its buffer. Finally, the shaper
should treat differently the CLP=1 and the CLP=0 AAL5-PDUs. A possible way to do
this would be to always transmit the CLP=1 AAL5-PDUs at PCR and to use the shaper
for the CLP=0 AAL5-PDUs only? . By sending the CLP=1 AAL5-PDUs at PCR we
limit the interactions between the CLP=0 and CLP=1 AAL5-PDUs in the buffer of the
shaper. Since the goal of the shaper is mainly to reduce the burstiness of the CLP=0
cell flow in order to limit the number of cells which are tagged by the F-GCRA, sending
CLP=1 AAL5-PDUs at PCR allows the shapper to better regulate the flow of CLP=0
AAL5-PDUs. Another way to improve the simple shaper would be to study how several
shapers could be implemented in a single ATM adapter or policing unit to shape several
VCs. In this case, there will be some mutual influence among the different shapers.

2In this case, the shaper would keep track of average arrival rate of CLP=0 cells, the number of
CLP=0 cells in the buffer and use these values to compute the transmission rate for the CLP=0 cells.
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However, at the time of this writing, it is still unclear whether the GFR.2 conformance
definition will become widely supported by vendors of ATM equipment and whether it will
be widely deployed. In fact, partially based on the simulations we described in section 7.3,
several members of the ATM Forum have proposed to remove the GFR.2 conformance
definition from the GFR service category [HLG97|. Due to administrative reasons, no
vote was carried on this proposal and the GFR.2 conformance definition was retained.
Although the GFR.2 conformance definition will be part of the GFR service category
definition, several influential members of the ATM Forum seem to strongly prefer the
GFR.1 conformance definition ...

8.3 Alternative switch implementation

Although the Double-EPD switch implementation provides a lower performance than the
per-VC threshold and scheduling implementation when carrying TCP/IP traffic, it has
a much lower complexity. The high complexity of the per-VC threshold and scheduling
is mainly caused by the utilization of per-VC queues which are served by a WFQ-like
scheduler. In addition to their implementation complexity, we have shown that another
drawback of the WFQ-like schedulers is that they have difficulties to efficiently support
GFR VCs with and without a minimum guaranteed bandwidth.

We investigate in this section whether it is possible to completely support the GFR
service category (i.e. both the GFR.1 and the GFR.2 conformance definitions) in FIFO-
based switches which do not support per-VC queueing. For this, we discuss an alternative
switch implementation. which has been designed with the following goals in mind :

e it should be suitable for FIFO-based switches and should not mandate per-VC
queueing ;

e it should completely support the GFR service category (i.e. both the GFR.1 and
the GFR.2 conformance definitions) ;

e it should efficiently support GFR VCs with and without a minimum guaranteed
bandwidth ;

In this section, we first analyze the limitations of FIFO-based switches when support-
ing the GFR service category in section 8.3.1. We then describe in sections 8.3.2 and 8.3.3
an alternative switch implementation which fulfills the three goals mentioned above. We
then study the performance of this implementation with workstation and internetwork
traffic in sections 8.3.4 and 8.3.5. Finally, we compare our alternative implementation
with other FIFO-based implementations proposed in the literature in section 8.3.6.

8.3.1 Limitations of FIFO-based switches

To evaluate the limitations of the FIFO-based switches to support the GFR service cat-
egory, let us consider N GFR VCs multiplexed in a simple FIFO buffer attached to an
output link with a bandwidth equal to PCR, as shown in figure 8.7. In such a FIFO
buffer, all the cells which enter the buffer will eventually leave the buffer and be transmit-
ted on the output link. This implies that in a FIFO buffer, the utilization of the output
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link by the different VCs cannot be controlled directly. The only way to indirectly control
the utilization of the output link by the different VCs is to control the arrival® of the cells
from these VCs in the buffer. This control will be implemented as a buffer acceptance
algorithm which decides for each arriving cell whether this cell can be accepted in the
FIFO buffer or should be discarded. This is the major limitation of FIFO-based switches
compared to switches with per-VC queueing and scheduling. In these latter switches, it is
possible to control the utilization of the output link by the different VCs by delaying the
transmission of some cells, but without necessarily discarding cells. Due to their intrinsic
need to discard cells to control the utilization of their output link by the active VCs, it
can be expected that the FIFO-based switches will not be able to achieve the same level
of performance as the switches based on per-VC queueing and scheduling.

GFR x

VCs -
_— PCR,

——

Figure 8.7: Simple FIFO buffer

A simple solution to provide a minimum guaranteed bandwidth to GFR VCs with
a single FIFO buffer is to implicitly reserve* some buffer space (Resli]) for each VC in
proportion to its MCR as shown in equation 8.2. Then, the buffer acceptance algorithm
would accept an arriving cell if there are less than Res][i] cells from the corresponding VC
in the FIFO buffer.

MCRJi]
L1 MCRIj]

For example, if we consider a FIFO buffer of 1000 cells and two GFR VCs, V(4
with MCR4 = PCR,/2 and VCp with MCRp = PCR,/3, then 600 cells are reserved
for VC4 and 400 cells for VCpg. If the buffer is always full, then 600 (resp. 400) cells
from VCy (resp. VCp) are transmitted every 1000 cell slots and thus VCy (resp. VCp)
achieves a throughput of 0.6 x PCR, (resp. 0.4 x PCR,). In this case, VC4 and VCp
are able to utilize their minimum guaranteed bandwidth and the unreserved bandwidth
(PCR,/6 in our example) is distributed between VC,4 and VCp in proportion to their
MCR.

Unfortunately, this solution is not sufficient to completely support the GFR service
category when the GFR.1 conformance definition is used. The first problem is that the
GFR service category expects the ATM switches to discard entire AAL5-PDUs when they
are congested and not to discard individual cells.

Resli] = ( ) x B (8.2)

3 Another possible solution would be to perform some explicit congestion notification, e.g. by setting
the EFCI bit of some cells and to rely on a specific congestion control mechanism implemented in the
endsystems. We do not consider this solution here since the utilization of this bit is not currently part of
the GFR service category definition.

*We assume, of course, that the CAC algorithm ensures that Ejvzl MCRJ[j] < PCR,.
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A possible solution to this problem is to implicitly divide the buffer in two parts
as with the EPD buffer acceptance algorithm. The first part of the buffer (E cells) is
implicitly distributed among the established GFR VCs (Resg[i]) in proportion to their
MCR according to equation 8.3. When the first cell of an AAL5-PDU arrives, the entire
AALS5-PDU is accepted if there are less than Resgli] cells from VCIi] in the FIFO buffer.
Otherwise the entire AAL5-PDU is discarded. Since an arriving AAL5-PDU is accepted
in the buffer without an indication of its size, VC[i] might temporarily utilize more than
Resg|i] cells in the buffer. The second part of the buffer (B — E cells) is used to absorb
these temporary overloads due to the tails of accepted AAL5-PDUs. The F value should
be chosen to avoid buffer overflow, but should be close to the size of the buffer to allow a
good utilization of this buffer.

MCRJi]

Reslil = (or 2erp)

) x E (8.3)

Unfortunately, this solution is still not sufficient to support GFR.1 VCs with a low
MCR or a large MBS. To understand the problem caused by such VCs, let us consider
a simple example. We assume a 1200 cells long FIFO buffer and set the E threshold to
1000 cells. We consider that two greedy VCs are using this buffer, VC,4 with MCR, =
PCR/100 and VCp with MCRp = 99 x PCR/100 where PCR is the bandwidth of the
output link of the FIFO buffer. According to equation 8.3, 10 cells are reserved for VCy
and 990 cells are reserved for VCg. We also assume that V' (C}y is sending 192 cells-long
AAL5-PDUs (the default MFS for IP over ATM) and for simplicity that V' Cp is sending
one cell-long AAL5-PDUs.

Let us also suppose that V(g has been active for some time and that at time £ = 0
when V(4 becomes active, there are already 990 cells from V' Cp in the buffer. The simple
example can be easily understood by looking at figure 8.8 which shows the evolution of the
buffer occupancy for VC,4 and VCp with time. In this figure, each arrow represents the
arrival of the first cell of one AAL5-PDU from V4. At time t = 0, the first AAL5-PDU
from V(' is accepted since there are no cells from this VC in the buffer. When the first
cell of this AAL5-PDU enters the FIFO buffer, there are already 990 cells from V(g in
the FIFO buffer. The occupancy of the FIFO buffer increases between t = 0 and £ = 191
(cell slots) due to this AAL5-PDU. At time ¢t = 192 (cell slots), the second AAL5-PDU
from V(Cy is rejected since there are already more than 10 cells from VC, in the buffer.
The third, fourth, fifth and sixth AAL5-PDUs from V Cy are rejected for the same reason.

A time ¢t = 990, the first cell from V(4 is transmitted out of the FIFO buffer and the
buffer occupancy starts to decrease. Since V(4 and V(g are always transmitting cells,
cells from V4 and VCp are interleaved in the buffer, one cell from V(4 is transmitted
out of the FIFO buffer every two cell slots. When the first cell from the seventh AALS5-
PDU from VCy arrives (¢ = 1152), there are still 111 cells from VC4 in the buffer and
this AAL5-PDU is rejected. At time ¢ = 1344, the eighth AAL5-PDU from VCj is also
rejected since there are still 15 cells from this VC in the buffer. At time ¢t = 1373, the last
cell from the first AAL5-PDU from V(4 is transmitted out of the FIFO buffer. When
the nineth AAL5-PDU from V (C}y arrives, there is no cell from this VC in the buffer and
the nineth AAL5-PDU is accepted. Thus, on average, one AAL5-PDU out of 8 from V(C)y
is accepted in the FIFO buffer. This means that V' Cy4 utilizes 1/8 instead of 1/100 of
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Figure 8.8: Evolution of the occupancy of the FIFO buffer for the simple example

the output link. This is at the detriment of VCp which is only able to utilize 7/8 of the
output link instead of 99/100.

8.3.2 A token-based buffer allocation algorithm (TBA)

To completely support the GFR service category, including GFR.1 VCs with a low MCR
and a large MBS, we use a different approach. We first note that the F-GCRA (figure 3.7
on page 43) can be equivalently® written as a token bucket as shown in figure 8.9. When
the VC is established, the bucket is full and contains MBS tokens. When the first cell of
an AAL5-PDU arrives, the entire AAL5-PDU is declared eligible if there is at least one
token in the bucket and one token is removed from the bucket for each eligible cell. It
should be noted that the number of tokens in the bucket can become negative since the
content of the bucket is only checked upon the arrival of the first cell of an AAL5-PDU.
When the bucket is not full, one token is placed in the bucket every 1/MCR seconds with
a timer-based mechanism.

We use this equivalent F-GCRA as the basis for our token-based buffer allocation
algorithm (TBA) by applying the virtual queueing principle proposed in [CXK97] for an
ABR switch®. Instead of using per-VC counters to count the number of cells from each
VC in the FIFO buffer as in several other FIFO-based switch implementations [EA98,
GJFV98|, we implement a mechanism similar to the token bucket based F-GCRA for
each VC and use the per-VC counters to store the number of tokens contained in the
bucket of this VC.

For simplicity, we assume an output-buffered switch in this section, but the is not

5Figure 8.9 assumes that the timer expiration does not occur while the eligibility of an arriving cell
is being checked. Otherwise, the access to the tokens variable and the set_timer functions must be
protected by mechanisms such as semaphores to avoid race conditions between the process which is
handling the timer and the process which is checking the eligibility of the arriving cells.

6 Another GFR switch implementation based on this principle was proposed in [SWR97]. We compare
our TBA algorithm with the implementation proposed in [SWR97] in section 8.3.6.
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Initialization :
tokens=MBS;

Cell Arrival at time t, :

First cell of an AAL5-PDU:

if IsCLP1(cell) OR ( tokens<O0)
/* non-eligible cell */
eligible=FALSE;

else

{ /* eligible cell */
eligible = TRUE;
if (tokens=MBS)

set_timer (now+1/MCR);

tokens=tokens-1;

}

Middle cell of an AAL5-PDU:
if (eligible)
/* eligible cell */
tokens=tokens-1;
else
/* non eligible cell */

Timer expiration :
tokens=tokens+1;
if (tokens<MBS)
set_timer (now+1/MCR) ;

Figure 8.9: An equivalent token bucket based F-GCRA

/ \\ I’\\
VCs | FIFO buffer — -
/\ h \
\ 7
. / PC
/ N \‘// i %
1 v
% counter update

Buffer acceptance

Figure 8.10: Structure of the TBA switch implemenation

restricted to such switches. Our TBA switch implementation is composed of two func-
tional blocks : the buffer acceptance and the counter update algorithms (figure 8.10). The
buffer acceptance algorithm decides whether an arriving AAL5-PDU should be accepted
in the buffer or not based on the contents of the bucket of the corresponding VC. The
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counter update algorithm is a background process which replenishes the buckets of the
active VCs.

The buffer acceptance algorithm

The buffer acceptance algorithm (figure 8.11) is a direct adaptation of the token bucket
based F-GCRA. For simplicity, we assume that only CLP=0 AAL5-PDUs are used on
the GFR VCs and defer the discussion on the treatment of CLP=1 AAL5-PDUs until
section 8.3.3. The number of tokens in the bucket of VC]Ji] in the equivalent F-GCRA is
stored in a per-VC counter which we call the C[i] counter. When a VC is established, the
value of its Cli] counter is set to the MBS of its traffic contract. An arriving AAL5-PDU
is accepted in the FIFO-buffer if the value of its C[i] counter is positive. Otherwise, the
entire AAL5-PDU is discarded. Furthermore, the C[i] counter is decremented by one
every time a cell of the corresponding VC is accepted in the FIFO buffer.

Arrival of the first cell from an AAL5-PDU on VC[i]

if(C[i]l > 0)

{
accept PDU[i] = TRUE; /* entire AAL5-PDU is accepted */
C[i]1=C[i]-1;
/* Cell is accepted in the buffer */
}
else
{

accept PDU[i] = FALSE; /* entire AAL5-PDU is rejected */
discard_cell;
/* Cell is not accepted in the buffer */

}

Arrival of a non-first cell from an AAL5-PDU on VC[il

if (accept PDU[i] = TRUE)

{
Clil=C[il-1;
/* Cell is accepted in the buffer */

else

{

discard _cell;
/* Cell is not accepted inside the buffer */

}

Figure 8.11: Simple buffer acceptance algorithm

A PPD or EPD mechanism could easily be added to the buffer acceptance algorithm to
reduce the impact of or to avoid buffer overflows. These mechanisms do not significantly
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influence our buffer acceptance algorithm and we do not consider them in this section for
simplicity.

From an implementation point of view, the buffer acceptance algorithm can be easily
supported in hardware and its memory requirements are modest. The C[i] counters are
signed integers with bounded values. In addition to the C[i] counters, the buffer acceptance
algorithm requires two one bit flags for each VC (accept_PDU]i] and another one bit flag
to identify the beginning of the AAL5-PDUs).

The counter update algorithm

In the equivalent F-GCRA, one timer is associated with each VC. A complete implemen-
tation of this F-GCRA (e.g. in a policing unit) would have to maintain one timer for
each VC. In a switch which usually needs to support several tens of thousands of VCs on
each port, maintaining one explicit timer for each VC would be a very complex solution.
Instead of maintaining these timers, we propose an approximate solution. We note that

during a period of k cell slots (4% seconds), the counter of VC[i] should be incremented

PCR,
k x Aégﬁ[’] times. Instead of associating one timer with each VC, we propose to utilize a

predefined schedule which indicates for each cell slot the CJi] counter which must be incre-
mented. This schedule is implemented as a register with W positions (the Wy register).
Each position in the Wg register is either unassigned or associated with one established
VC. An example W, register with ten positions is shown in figure 8.12. In this example
register, five positions are reserved for V' Cy, two for Vg, one for V¢ and two positions
are unassigned.

(A[BJAJCIA[-[A[B[A]-]

Figure 8.12: Example W5 register

This register can be used to increment the counters of the GFR VCs by incrementing
one counter every cell slot in the order specified by the Wg register. For example, if we
consider the example register shown in figure 8.12, C[A] would be incremented during the
first cell slot, then C[B] during the second, C[A] during the third, ..., no counter during
the tenth, C[A] during the eleventh, ...

The Wg register can be used as a schedule to update the CJi] counters provided that

PC
the Wg register is a function of the MCR . of each VC, we have to modify the Wx register

every time a new VC is established or released. However, since the number of positions
for one VC does not depend on the characteristics of the other VCs, the Wg register
can be incrementally updated every time a new VC is established or released. When a
VC is released, the positions assigned to this VC can simply be marked as unassigned.
When a new VC is established, unassigned positions can be assigned to this VC with
the incremental algorithm shown in figure 8.13. This algorithm assigns [ (Wg X %}Igj}ﬂ
positions for VC[i] and tries to evenly distribute the positions assigned to this VC in the
Wr register. Other algorithms are possible.

Since each established GFR VC occupies several positions in the Wg register, a mini-
mum condition to accept the establishment of a new VC is that the Wy register does not

Whr X MC;E] positions are allocated to VC[i]. Since the number of positions for each VC in
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Update of Wpg register to include VC[i]

L[i] = PCR,/MCR[i]; /* ideal distance in Wpg */

N[i] = [(Wgr x MCR]i])/PCR,|; /* # positions in Wpg */

I pos= random(0,L[i]); /* 1st pos. for VC[i] O0< I pos < L[i]*/
for (j=0; j<N[i] ; j++)

{

ideal pos = floor(I_pos+j x L[i]);
if (Wglideal pos] is free)

reserve position ideal pos for VC[il;
else

{

backtrack=1;
while ((ideal pos-backtrack > 0) OR
(ideal pos+backtrack< Wg) )
{

if (ideal_pos-backtrack > 0) AND (Wg[ideal pos-backtrack] is free)

{

reserve position ideal_pos-backtrack for VC[i];
backtrack=Wpg; /* leave loop */

}

else
if (ideal_pos+backtrack< Wgr) AND (Wg[ideal pos+backtrack] is free)

{

reserve position ideal pos+backtrack for VC[i];
backtrack=Wpg; /* leave loop */

}

backtrack=backtrack+1;

}

Figure 8.13: Incremental update of the Wy register

become full. A complete Connection Admission Control (CAC) algorithm would require
additional conditions, notably a relation between the MBS of the established VCs and
the total amount of available buffer. In a real implementation, the size of the Wy register
will be limited. This implies that the smallest MCR which can be supported by the TBA
switch implementation is equal to PCR,/Wg. Thus a large Wy register is required to
support GFR VCs with a low MCR.

The counter update algorithm examines one position of the Wy register every time a
cell is sent out of the FIFO buffer as shown in figure 8.14. If this position is assigned to a
GFR VC, the C[i] counter of this VC is incremented provided that its value is not already
equal to the MBS of the traffic contract of this VC. In figure 8.14, IsGFRVC(Wg[k]) is
true when the k' position in the Wy register is assigned to a GFR VC and C[Wglj]] is
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used to indicate the counter which corresponds to the VC found in the j** position of the
Wg register.

Cell transmission from FIFO buffer:

j=(current pos+1) mod Wg;

if ( IsGFRVC(Wg[j1) and C[Wgr[j1]1 < MBS[Wgr[jll )
CWgrL[j11=C[Wg[jl1+1; /*incr. counter of active VCx/

current_pos=j;

Figure 8.14: Counter update algorithm : provision of the MCR guarantee

The buffer acceptance algorithm shown in figure 8.11 combined with the counter up-
date algorithm shown in figure 8.14 accepts only the AAL5-PDUs which are eligible for
the minimum guaranteed bandwidth in the FIFO buffer. This is not a very efficient
implementation since in this case the GFR VCs cannot utilize more than their reserved
bandwidth and thus cannot completely utilize the available bandwidth.

To allow the active VCs to benefit from any available bandwidth in addition to their
minimum guaranteed bandwidth, we note that when the Wy register points to an unas-
signed position or to an inactive VC (i.e. a VCwith a bucket which already contains
MBS tokens), then one token can be safely provided to another VC without impacting
the provision of the tokens to the active VCs to fulfill their MCR. We will call these
tokens the “excess” tokens in the remainder of this section. Over some period of time,
the number of excess tokens is an image of the amount of bandwidth which can be safely
used by the active VCs without jeopardizing the minimum guaranteed bandwidth of the
other VCs. Since many VCs could potentially benefit from these excess tokens, we must
define a strategy to distribute these tokens.

A first strategy could be to distribute, over a long period, the same number of excess
tokens to each active VC. With this strategy, the available unreserved and unused reserved
bandwidth is shared equally among all the active VCs. A second strategy could be to
distribute the excess tokens in proportion to the MCR of the active VCs’. In this case,
the TBA switch implementation would distribute the available bandwidth like the per-VC
threshold and scheduling implementation. A third strategy could be to define two classes
of VCs. The “local” class would correspond to the VCs which originate from the local
ATM network and thus are directly charged by the network operator for their utilization
of the bandwidth. The “transit” class would correspond to transit VCs which originate
from a different ATM network. If the network operator receives more revenue from the
V(s in the local class, it could want to reward them by allowing these local VCs to utilize
a larger fraction of the unreserved bandwidth than the transit VCs.

Many different strategies to distribute the excess tokens are possible. We expect
that network operators would prefer to be able to select the strategy which better suits

"We have described in [Bon98a] a counter update algorithm which supports this strategy by using
only the W register. This counter update algorithm uses the Wg register in the same way as a Weighted
Round-Robin (WRR) scheduler.
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their business needs instead of being forced to use the strategy chosen by the switch
manufacturer.

To support these different strategies with a single counter update algorithm, we pro-
pose to associate one administrative weight (Q[i]) with each VC. This administrative
weight is used to determine how the excess tokens are distributed among the active VCs.
We propose to distribute the excess tokens to the active VCs according to equation 8.4
where U is the total number of excess tokens.

QL]
Ej:Acti'ue VCs Q [j]

Ezcessli] = U x (8.4)

The utilization of this equation allows the network operator to support different strate-
gies for the allocation of the excess tokens by an appropriate choice of the administrative
weights. For example, if a network operator wants to equally distribute the excess tokens
to the active VCs, then all the administrative weights would be set to the same value (e.g.
1). If a second network operator wants to distribute the excess tokens in proportion to
the MCR of the active VCs, the administrative weights should be equal to the MCRs. If
a third operator wants to provide tens times more excess tokens to its local VCs than to
the transit VCs, the administrative weights of the local VCs should be ten times larger
than the administrative weights of the transit VCs.

To distribute the excess tokens according to equation 8.4, we use a second register (the
Wy register). Like the W register, the Wy register is also used to indicate the counters
which need to be updated. To populate the Wy register, we use the algorithm shown in
figure 8.13, with Qi] instead MCRJi]. Thus, VCJ[i] will occupy SV—[:J} positions in the Wy
register.

The counter update algorithm which utilizes the two registers is shown in figure 8.15.
Intuitively, the modified counter update algorithm works as follows. One token is provided
to one VC every time a cell is sent out of the FIFO buffer. The bucket of the VC
corresponding to the current position in the W register is first checked and if required a
token is supplied to this VC. Otherwise, the counter update algorithm finds the first active
VC in the Wy register (from the current position in the Wy register onwards) and supplies
one token to the found VC. It is easy to see that the algorithm described in figure 8.15
distributes the excess tokens according to equation 8.4 when considering greedy VCs. In
fact, the Wy register is used like a Weighted Round-Robin (WRR) scheduler [KSC91].
We expect that in a real implementation, the comparisons C[Wglj]] < MBS[WE][j]] and
C[Wylj]] < MBS[Wy]j]] shown in figure 8.15 will be avoided by using a one-bit flag to
indicate whether the bucket of VC][i] is full or not.

An important property of the counter update and buffer acceptance algorithms is
that the values of the C[i] counters are bounded. First, as the counter update algorithm
does not increment the counter of the inactive VCs, the value of the C]i] counters cannot
become larger than MBS[i]. Second, since one counter is decremented by one when a
cell arrives and one counter is incremented by one every time a cell leaves the buffer, the
values of the CJi] counters and the total occupancy of the buffer (Boccupancy) are linked by
equation 8.5. This implies that the counter update algorithm does not need to be invoked
when the buffer is empty, since all the VCs are inactive at that time.
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Cell transmission from FIFO buffer:

/* assumes that there is at least one cell in the buffer */

current R=(current R+1) mod Wg;

if (IsGFRVC(Wglcurrent R]) and C[Wgk[current R11< MBS[Wg[current R]1]1)
/* VC pointed in Wpg is active */
C[Wglcurrent R]]= C[Wgrlcurrent R]]+1;

else

{

/* find first active VC in Wy register */

j=(current U+1) mod Wy ;

/* find first active VC in Wy*/

while not( IsGFRVC(Wy[j]) and C[Wy[j1]1 < MBS[Wy[j11)
j=(j+1) mod Wy ;

CIWy [j11=C[Wy[j11+1; /* increment counter of found VC */

current _U=j;

Figure 8.15: Counter update algorithm with allocation of the excess tokens

J

ZC[]] + BOccupancy = ZMBS[]] (85)

An important point to note concerning the counter update algorithm is that it is
activated every time a cell is transmitted, but the counter which is incremented is not
necessarily the counter of the VC whose cell is currently transmitted (e.g. the C[i] counter
of VC 123 could be incremented while a cell from VC 456 is being transmitted). The
only requirement on the counter update algorithm is that one C[i] counter is found and
incremented within one cell slot.

8.3.3 Enhancements to the simple TBA switch implementation

The simple TBA switch implementation discussed in the previous section is not yet suffi-
cient to completely support the GFR service category, since it does not distinguish between
CLP=1 and CLP=0 AAL5-PDUs. This distinction is required to completely support the
GFR.1 and GFR.2 conformance definitions. Before explaining how the simple TBA switch
implementation should be modified to support these two conformance definitions, we first
describe an important improvement to the buffer acceptance algorithm to better support
TCP/IP traffic by controlling the buffer occupancy. We then explain how to also sup-
port nrt-VBR and UBR VCs in the same FIFO buffer as the GFR VCs and discuss the
integration of our TBA switch implementation in multi-service switches.

Control of the buffer occupancy

In a real ATM switch, there are many practical reasons to try to maintain the average
buffer occupancy at a low value while still providing the required QoS guarantees. If the



8.3 Alternative switch implementation 157

buffer is always completely filled, then the link utilization is good, but the average delay
through the buffer is large and furthermore the buffer may have difficulties to correctly
handle bursty traffic without losses. For the GFR service category, a buffer which is
always filled would probably have difficulties to provide the MBS part of the minimum
guaranteed bandwidth for all the GFR VCs. On the other hand, if the buffer is often
empty, then the average delay through the buffer is small and bursty traffic can be easily
handled without losses, but the link utilization may be very low.

Preliminary simulations performed with workstation and internetwork traffic with the
simple TBA switch implementation discussed in the previous section have shown that TCP
had difficulties to efficiently utilize the minimum guaranteed bandwidth of the underlying
ATM VCs. The main reason for this low performance was that the switch buffers were
often empty and thus the NNI links were not 100% utilized, especially with a low MBS for
the GFR traffic contracts. The main reason for the low occupancy of the switch buffers
is that the buffer acceptance algorithm shown in figure 8.11 is rigid and only considers
the value of the CJi] to decide whether an arriving AAL5-PDU should be accepted or not.
This means that AAL5-PDUs are discarded even when the buffer occupancy is very small.
In this case, a better solution would be to have a less rigid buffer acceptance algorithm
which may still accept AAL5-PDUs on VCs with an empty or even negative token bucket
provided that the occupancy of the switch buffer is low.

As a basis for a less rigid buffer acceptance mechanism, we consider the Random Early
Detection (RED) algorithm which was proposed in [FJ93] for IP routers and is considered
to be particularly efficient to support TCP/IP traffic [BCC*98].

The RED algorithm controls the arrival of IP packets into a buffer and tries to maintain
the average occupancy of this buffer between two predefined thresholds (ming, < max,).
For this, it continuously measures the average occupancy (awvg) of its buffer and decides
to accept or reject an arriving IP packet based on its average buffer occupancy. If the
average buffer occupancy is low (avg < miny,), the arriving packet is accepted. If the
average buffer occupancy is between the predefined thresholds (ming, < avg < mazyy,),
the arriving packet is probabilistically accepted or discarded. The packet drop probability
is computed as a linear function of the average buffer occupancy and this function is equal
to maz, when the average buffer occupancy is close to the higher threshold. If the average
buffer occupancy is too large (avg > mazy,), the arriving packet is discarded.

To adapt the RED algorithm to our TBA switch implementation, we first need to
measure the average buffer occupancy. This can be done by computing this average buffer
occupancy every cell slot as avg = avg + wq X (Boccupancy — avg) as proposed in [FJ93].
We introduce some flexibility in the buffer acceptance algorithm by applying a slightly
modified RED algorithm when the C[i] counter corresponding to the arriving AAL5-PDU
is negative (figure 8.16). When the CJi] counter is positive, the arriving eligible AAL5-
PDU is automatically accepted in order to fulfill the minimum guaranteed bandwidth
of VC[i]. In this modified buffer acceptance algorithm, we consider three different cases
when the value of the C[i] counter is negative :

e The buffer is lightly filled (avg < ming,). In this case, the arriving AAL5-PDU is
accepted since there is no risk of congestion.

e The buffer is correctly filled (miny, < avg < mazy,). In this case, the arriving
AAL5-PDU should be probabilistically accepted. Instead of computing the packet
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dropping probability solely on the basis of the average buffer occupancy as in the
RED algorithm, we also rely on the value of the C[i] counter®. Intuitively, we would
like to have a high packet drop probability for a VC with a negative C[i] counter with
a large absolute value and a lower packet drop probability for a VC with a negative
but close to 0 C[i] counter since the former VC has caused more congestion than
the latter VC. We choose a packet drop probability which is a linear function of the
average buffer occupancy and the C[i] counter (figure 8.16). The relative influence of
the average buffer occupancy and the C[i] counter on the packet dropping probability
depend on the values of o and . Intuitively, « is similar to maz, in the original
RED algorithm. « is the packet drop probability for a VC with a C[i] counter close
to zero when the average buffer occupancy is close to max;,. [ is the packet drop
probability for a VC whose C[i] counter is equal to —mazx;, when the average buffer
occupancy is equal to ming,. In practice, we expect that the value of o will be much
smaller than the recommended values for max, in the original RED algorithm and
that 8 will be larger than «. This choice of parameters will ensure that the VC
which is responsible for the congestion will be mainly affected by the random losses.

e The buffer is heavily used (maxy, < avg). In this case, the arriving AAL5-PDU is
discarded.

The complete modified buffer acceptance algorithm is shown in figure 8.16. The so-
lution proposed in [FJ93] to generate only one random number per dropped packet can
also be applied to the modified buffer acceptance algorithm.

Support for GFR.1 and GFR.2

To completely support the GFR.1 and GFR.2 conformance definitions, our TBA switch
implementation should provide a different treatment for the CLP=0 and the CLP=1
AAL5-PDUs. When the GFR.2 conformance definition is used, the switch should not
discard the CLP=0 AAL5-PDUs. This can be done by always accepting the CLP=0
AAL5-PDUs in the buffer, independently of the value of the C[i] counter. For the CLP=1
AAL5-PDUs, we propose to accept them probabilistically as shown in figure 8.17.

When considering the support of the GFR.1 VCs, we have to distinguish between the
two interpretations for the CLP bit identified in section 7.5.2. To support the relative
CLP priority, we propose the modifications to the buffer acceptance algorithm shown
in figure 8.18. With this buffer acceptance algorithm, an arriving CLP=0 AAL5-PDU is
accepted independently of the average buffer occupancy if the corresponding C[i] counter is
positive. An arriving CLP=1 AAL5-PDU is accepted independently of the average buffer
occupancy only if its C[i] counter is larger than some positive value (e.g. MBSJ[i]/2). When
an arriving AAL5-PDU must be probabilistically accepted or rejected, we propose to have

8To follow the “RED principle”, the buffer acceptance algorithm should ideally maintain one “average”
Cl[i] counter and use this average value to compute the packet drop probability. However, maintaining
these additional per-VC “average” C[i] counter would significantly increase the per-VC memory require-
ments of our TBA switch implementation. To avoid this additional memory requirement, we do not
maintain an average value for the C[i] counters and only use their instantaneous values. It should how-
ever be noted that our modified buffer acceptance algorithm still uses, like RED, the average buffer
occupancy as an indication of congestion.
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Arrival of the first cell from an AALS5-PDU on VC[i]

if(C[i]l> 0)
{
accept PDU[i] = TRUE; /* entire AAL5-PDU will be accepted */
¥
else
if (avg< ming)
{ /* Buffer is lightly filled */
accept PDU[i]=TRUE;
¥
else
if (avg< mazy,)
{ /* Buffer is correctly occupied thus random drop */
Pb= ax (avg-ming,)/(maxy, — ming,) - C[il xB/mazy;
With probability Pb
/* entire AALS5-PDU will be discarded */
accept PDU[i]=FALSE;
else
/* entire AAL5-PDU will be accepted */
accept PDU[i]=TRUE;
¥
else
{ /* Buffer is heavily occupied */
accept PDU[i]=FALSE;
}

if (accept_PDU[i]=TRUE)

{

C[i]l=C[i]-1; /* decrement counter */
/* Cell is accepted in the buffer */

}

else

{

discard_cell;
/* Cell is not accepted in the buffer */

}

Figure 8.16: Modified buffer acceptance algorithm

a larger packet drop probability for CLP=1 AAL5-PDU by using a larger # parameter for
the CLP=1 AAL5-PDUs (e.g. by using ; = 2 x ). With this modified buffer acceptance
algorithm, the discard probability for CLP=1 AAL5-PDUs will be higher than for CLP=0
AAL5-PDUs.

To support the strict interpretation for the CLP bit, we propose to use the tech-
nique proposed in [CW97b] for IP routers. With a strict interpretation for the CLP bit,
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Arrival of the first cell from an AAL5-PDU on (GFR.2) VC[i] :

if (IsCLPO(cell))
accept PDU[i] = TRUE; /* entire AAL5-PDU will be accepted */
else if (avg< ming)
{ /* Buffer is lightly filled, AAL5-PDU is accepted */
accept PDU[i]=TRUE;
¥
else if (avg< mazyy)
{ /* Buffer is correctly occupied thus random drop */
Pb=a X (avg — ming,)/(mazy, — ming,) — min(0, C[i]) X B/maxy,;

Figure 8.17: Modified buffer acceptance algorithm for GFR.2 VCs

Arrival of the first cell from an AAL5-PDU on (GFR.1) VC[i] :

if ((IsCLPO(cell) AND (C[i] > 0) OR
(IsCLP1(cell) AND (C[il>MBS[il/2)) )
accept PDU[i] = TRUE; /* entire AAL5-PDU will be accepted */

else if (avg< maxy)
{ /* Buffer is correctly occupied thus random drop */
if (IsCLPO(cell))
Pb=a X (avg — ming,)/(mazxy, — ming,) — C[i] X B/mazy, ;
else
Pb= a x (avg — ming,)/(mazy, — ming,) — min(0, C[i]) x B1/mazy, ;

Figure 8.18: Modified buffer acceptance algorithm for GFR.1 with relative CLP priority

the CLP=1 AAL5-PDUs should only be accepted when there are not enough CLP=0
AAL5-PDUs to completely utilize the available bandwidth. This can be done with the
Random Early Detection with In/Out (RIO) buffer acceptance algorithm proposed in
[CW9T7b]. Two different RED-based algorithms are used. The first one measures the
average buffer occupancy for the CLP=0+1 cells and probabilistically discards the arriv-

ing CLP=1 AAL5-PDU when this average buffer occupancy is between the minl, ' and

maz " thresholds. The second RED-based algorithm measures the average buffer occu-
pancy for the CLP=0 cells and probabilistically discards an arriving CLP=0 AAL5-PDU
when this average buffer occupancy is between the min, and maz?, thresholds. The four
thresholds should be chosen so that maz?, ™" < minf, to ensure that CLP=1 AAL5-PDUs
are only accepted when the average buffer occupancy for the CLP=0 cells is low. This im-
plies that CLP=1 AAL5-PDUS will only be accepted when there are not enough CLP=0

AAL5-PDUs to completely utilize the buffer and the available bandwidth.
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Support for the real-time service categories

Until now, we have considered an ATM switch which was only supporting the GFR service
category. In practice, most ATM switches also need to support VCs from other service
categories. The real-time service categories’ (CBR and rt-VBR.1) usually require tight
delay guarantees. For this reason, the traffic from the real-time VCs cannot be multiplexed
with the traffic from the GFR VCs in a single FIFO buffer. A common solution to support
real-time and non-real-time service categories in one ATM switch is to use one buffer for
the non-real-time service categories and another (small) buffer for the real-time service
categories. Then, a priority scheduler is used to always serve the real-time buffer when it
is not empty and to only serve the non-real-time buffer when the real-time buffer is empty
(figure 8.19). When GFR and CBR VCs have to be supported by the same switch, the
CAC algorithm must ensure that the bandwidth which is leftover by the real-time VCs is
larger than the total reserved bandwidth for all the GFR VCs.

CBRand T TToom---ooo L

MTVBR ~  —mmm e e e i real-time buffer
traffic L L b Priority scheduler
,' \
x I ¢ PCR
/ \ |
I
nrt-VBR / | non-real-time buffer :
\ 1
and GFR /

] Al counter update
traffic !
|
|

v
buffer acceptance

Figure 8.19: Multi-service switch with priority scheduler

When we considered a single FIFO buffer drained at a constant rate PC'R,,, the counter
update algorithm was able to share the available bandwidth among the active VCs in
proportion to their MCR and administrative weights. In a multi-service switch, the
bandwidth which is available to the GFR VCs is not anymore constant and equal to PCR,,,
but depends on the amount of real-time traffic. In order to distribute this bandwidth
among the GFR VCs, the counter update algorithm needs to “measure” the amount of
bandwidth which is consumed by the real-time VCs. This can be performed with a small
modification to the counter update algorithm. The modified counter update algorithm
(figure 8.20) is still activated every time one cell is transmitted on the output link. In
addition to the C[i] counters and the Wpg register, we use a new global integer variable
called “Z” (initialized to zero). “Z” is an indication of the number of “tokens” which
have been recently allocated while cells from the real-time buffer were being transmitted.

The modified counter update algorithm works as follows. When a cell is transmitted
from the real-time buffer, Z is incremented by one. The algorithm then checks the next
position in the Wy register. If this position corresponds to an active VC, the counter of
this VC is incremented. This is used to ensure that the C[i] counters of the active VCs

9Tn this section, we do not consider the rt-VBR.2 and rt-VBR.3 conformance definitions because they
cannot be efficiently supported by switches without per-VC queueing and scheduling.
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are still updated at a rate equal to their MCR even during a burst of real-time traffic.
Otherwise the value of Z is checked. If Z is positive, this means that the algorithm
has updated some C[i] counters while real-time cells were transmitted. In this case, no
Cl[i] counter is incremented during this cell slot but Z is decremented by one. This is
equivalent to virtually allocating a token to the real-time buffer'® and allows the counter
update algorithm to keep track of the bandwidth consumed by the real-time cells. When
Z is equal to zero, the number of tokens provided to the GFR VCs is equal to the number
of cells sent from the GFR buffer. In this case, the C[i] counter of the first active VC in
Wy is incremented.

At every cell transmission (from real-time or GFR buffer)

if (a cell is transmitted from real-time buffer)
Z=7+1;

current R=(current R+1) mod Wg;

if (IsGFRVC(Wg[current R]) and C[Wg[current R]1< MBS[Wpg[current R]1])
/* VC pointed in Wpg is active */
C[Wglcurrent R]]1= C[Wglcurrent R]]1+1;

else
{
if (Zz>0)
/* Buffer is drained at lower rate than PCR, */
Z=7-1;
else
{ /* Allocate unused bandwidth according to Wy */
/* find first active VC in Wy register */
j=(current U+1) mod Wy ;
/* find first active VC */
while not( filled(Wy[jl) and C[Wy[j11 < MBS[Wy[j11)
j=(j+1) mod Wy ;
CWy [j11=C[Wy[j11+1; /* increment counter of found VC */
current_U=j;
}
}

Figure 8.20: The counter update algorithm for multi-service switches

Support for the nrt-VBR service category

To support (non-real-time) VBR, VCs in the same buffer as the GFR VCs, we can slightly
modify the buffer acceptance algorithm. The buffer acceptance algorithm for the VBR

V(s still relies on the Wk register, but the acceptance decision is on a per cell basis and
not on a per AAL5-PDU basis.

10Tn multi-service switches, equation 8.5 becomes >, Clil + Boceupaney — Z = 3-; MBS[j], where
Boccupancy is the number of cells in the non-real-time buffer.
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When a VBR VC is established, we reserve some positions for this VC in the Wg
register in proportion to its SCR and possibly some positions in the Wy register. When
considering the VBR VCs, we have to distinguish between VBR.1 and VBR.2/VBR.3.
With VBR.1, all the cells (CLP=1 and CLP=0) must be accepted inside the buffer since
the QoS guarantees apply to the CLP=0+1 cell flow, while for the VBR.2 and VBR.3
VCs the CLP=0 cells must always be accepted while the CLP=1 cells should only be
accepted when there is no congestion.

Support for the UBR service category

The last service category'! that we consider is the UBR service category. The UBR
(or GFR with MCR=0) VCs do not have any minimum bandwidth, but they should
be able to utilize some fraction of the unreserved bandwidth like the GFR VCs with
a non-zero MCR. To support these best-effort VCs which rely on AAL5 like the GFR
VCs, but without any minimum guaranteed bandwidth, we still associate one C[i] counter
with each best-effort (i.e. UBR or GFR with MCR=0) VC. However, since these VCs
do not have any minimum guaranteed bandwidth we do not associate positions of the
Wr register to these VCs. However, we associate one administrative weight, and thus
at least one position in the Wy register to each best-effort VC. With an appropriate
choice for the administrative weights, the network operator can completely control how
the available bandwidth is distributed among the active guaranteed and best-effort VCs
without requiring an implicit reservation of some amount of bandwidth for the best-effort
VCs.

8.3.4 Performance with workstation traffic

To evaluate the suitability of our TBA switch implementation to carry workstation traffic,
we performed several simulations with the simple ATM LAN used in section 7.3. We used
exactly the same simulation model as in section 7.3, but with our TBA switch implemen-
tation instead of the per-VC threshold and scheduling switch implementation. We assume
that the workstations are only sending CLP=0 AAL5-PDUs and only consider the GFR.1
conformance definition in this section. In order to compare our TBA switch implementa-
tion with the per-VC threshold and scheduling implementation, we set the administrative
weights of all the GFR VCs to the MCR of their traffic contract. With these administra-
tive weights, our TBA switch implementation should provide the same distribution of the
available bandwidth as the per-VC threshold and scheduling implementation.

For the first simulations with our TBA switch implementation, we considered nine
background workstations and set their MCR to 20000 cells per second. We still varied
the MCR of the privileged workstation from 20000 to 180000 cells per second. We set «
to 0, 8 to 0.1 and wq to 0.001 and used registers with 100 positions and set the MBS
of the GFR traffic contracts to 200 cells. The simulations performed with T'C Py fqut
and a MSS of 1460 bytes were somewhat disappointing (figure 8.21). With TC Pyefqu,
the privileged workstation was unable to utilize its minimum guaranteed bandwidth and

1A support for the closed-loop service categories (e.g. ABR) would require some interactions between
the algorithm used to compute the RM cells and the counter update and buffer acceptance algorithm of
our TBA switch implementation. This is outside the scope of this thesis.
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the performance of our TBA switch implementation was similar to the performance of
the much simpler Double-EPD implementation. This is not too surprising since our
TBA switch implementation can only control the allocation of the bandwidth to the
different VCs by discarding AAL5-PDUs and, as shown in section 7.3.2, T'C Pye fquit is very
sensitive to packet losses. The main reason for the low performance of our TBA switch
implementation with T'C Pye fqui is the large number of expirations of the retransmission
timer. For example, during the simulations with the MCR, of the privileged workstation
set to 180000 cells per second, its retransmission timer expired on average once per second.
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Figure 8.21: T'C Pye fquir throughput with 1460 bytes MSS and TBA switch implementation

We also performed simulations with other values for o and 3 as well as with a larger
MBS and a smaller MSS. By using a larger MBS, we could slightly reduce the number
of expirations of the retransmission timer and thus slightly improve the throughput of
the workstations, but the privileged workstation was still unable to utilize its minimum
guaranteed bandwidth. The simulations performed with a MSS of 9140 also revealed that
the privileged source was unable to utilize its minimum guaranteed bandwidth.

The simulations performed with T'C' Py, produced slightly better results than T'C' Py quut,
but the privileged source was only able to utilize about 50% of its minimum guaranteed
bandwidth when its MCR, was set to 180000 cells per second.

The simulations performed with T'C' Pgsck produced better results. With T'C' Psack,
the privileged workstation was able to better utilize its minimum guaranteed bandwidth.
We performed simulations with different values for o, 3, the MBS of the GFR traffic
contracts and the MSS used by the workstations. For example, in figure 8.22, we show
the results of a simulation with a 1460 bytes MSS, o = 0, 8 = 0.1 and a MBS of 200 cells.
The performance of T'C Ps4cx was slightly higher with a MBS of 1000 cells.

The simulations with a MSS of 9140 bytes and T'C' Ps ¢k showed that with this large
MSS, the performance of TCPsscxg was very sensitive to the values of the a and
parameters. With some values for these parameters, the privileged source could only uti-
lize a fraction of its minimum guaranteed bandwidth while with other values for these
parameters the privileged source could utilize more bandwidth than its minimum guaran-
teed bandwidth at the detriment of the background sources which could not utilize their
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Figure 8.22: TC Ps ¢k throughput with 1460 bytes MSS and TBA switch implementation

minimum guaranteed bandwidth. However, an interesting point to note concerning our
TBA switch implementation is that, even with a 9140 bytes MSS, its performance with
TCPsack was better than the performance with the per-VC threshold and scheduling
implementation when packet losses occured (figures 7.19 and 7.20). Thus with our TBA
switch implementation, T'C' Psscx seems to be slightly less sensitive to packet losses than
with per-VC threshold and scheduling.

When comparing our TBA switch implementation with the Double-EPD and per-VC
threshold and scheduling implementations, we have to distinguish between T'C Py fquit
and TCPjqs on one hand and TCPsscx on the other hand. With T'CPyefqu: and
T'C Pggst, our TBA switch implementation does not bring, from a performance point of
view, any significant benefit compared with the much simpler Double-EPD implementa-
tion. With T'CPsack, our TBA switch implementation provides a better performance
than the Double-EPD implementation. With T'C Pyefaur and T'C Pyegauir, the per-VC
threshold and scheduling implementation appears to be, from a pure performance point
of view, the best switch implementation to support workstation traffic, although its buffer
acceptance algorithm could probably be improved. From a hardware complexity point
of view, our TBA switch implementation is between the Double-EPD and the per-VC
threshold and scheduling implementations.

8.3.5 Performance with internetwork traffic

To evaluate the performance of the TBA switch implementation with internetwork traffic,
we first consider the “five routers” scenario.

In figure 8.23, we compare the performance of our TBA switch implementation with
the per-VC threshold and scheduling implementation. We set in both cases the MBS of
the GFR traffic contract equal to the MFS (32 cells). These simulations show that with
our TBA switch implementation, the workstations attached to the various routers are able
to efficiently utilize their minimum guaranteed bandwidth. An interesting point to note
concerning our TBA switch implementation is that its performance in the five routers
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Figure 8.23: Five routers scenario with TBA switch implementation

scenario does not appear to be heavily dependent on the values of the chosen parameters,
provided that the values of these parameters are within a reasonable range. Furthermore,
the comparison between our TBA switch implementation and the per-VC threshold and
scheduling implementation shows a small advantage for our TBA switch implementation.
A closer look at the simulation results revealed that the better performance of our TBA
switch implementation was due to a lower number of duplicate packets received by the
destination workstations. This is probably due to the utilization of probabilistic drops in
the buffer acceptance algorithm of our TBA switch implementation.

We also performed simulations with the “ten routers” scenario. These simulations
(figure 8.24) showed that with our TBA switch implementation, there was a small unfair-
ness at the detriment of the routers with a large round trip time. However, it should be
noted that this unfairness is less severe with our TBA switch implementation than with
the Double-EPD implementation. Furthermore, a comparison with the per-VC thresh-
old and scheduling implementation does not reveal a significant difference between the
performance of this implementation and our TBA switch implementation.

For the simulations reported in figure 8.24, we set the miny, and maxy, threshold
to respectively 2000 and 6000 cells. We achieved good performance with the following
choice of parameters : a = 0 and # = 0.1. The performance was slightly better (i.e.
the unfairness for the routers with a large rtt was slightly reduced) with a larger MBS,
but large values for the MBS are not required to achieve a good performance, unlike the
Double-EPD implementation.

With the ten routers scenario, the performance of our TBA switch implementation
appeared to be more sensitive to the value of o and 3 than with the five routers sce-
nario. Furthermore, o seems to have a higher influence than 5 on the performance of our
TBA switch implementation with internetwork traffic. Table 8.1 shows the total goodput
achieved by the workstations attached to the 4 Mbps router with a 105 msec delay with
the MBS of the GFR traffic contracts equal to the MFS. When a was set to 0, a small
value for  produced a lower performance than larger values (e.g. £ > 0.1). When £
was set to 0.1, a small increase in « resulted in a large reduction in the total goodput of
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Figure 8.24: Ten routers scenario with TBA switch implementation

the workstations attached to the 4 Mbps router with a large delay. These results are not
too surprising. When « is small, the packet discard probability is mainly a function of
the value of the C[i] counter, and thus the probabilistic discards mainly affect the VCs
which are mainly responsible for the congestion. On the other hand, when the value of «
increases, the packet discard probability becomes more dependent on the average buffer
occupancy than on the value of the CJi] counter.

« G Total goodput for 4 Mbps
router with delay=105msec
0 0.05 3.2 Mbps
0 0.1 3.5 Mbps
0 0.2 3.5 Mbps
0 0.1 3.5 Mbps
0.0125 | 0.1 3.3 Mbps
0.06 | 0.1 3.1 Mbps

Table 8.1: Influence of o and 3 on total goodput with MBS=MFS

The simulations reported in this section show that, from a pure performance point of
view, our TBA switch implementation could be a valid alternative to the per-VC threshold
and scheduling implementation in ATM switches (e.g. backbone switches) which are used
to carry internetwork traffic.

8.3.6 Related Work

Several implementations have been proposed in the literature to support the GFR ser-
vice category in ATM switches. These implementations can be grouped in three main
categories.
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The simplest implementations do not rely on per-VC accounting but instead rely on
the tagging of the non-eligible AAL5-PDUs performed by a F-GCRA at the ingress of
the network. The main advantage of these implementations is their low complexity. This
group of implementations include the Double-EPD [GH96| buffer acceptance algorithm
and the modified Double-EPD buffer acceptance algorithm proposed in [EA98|. The main
drawback of these algorithms is that they only support the GFR.2 conformance definition.

The implementations of the second group require per-VC accounting, but not per-VC
queuing and scheduling. These implementations include our TBA switch implementation,
Differential Fair Buffer Allocation (DFBA) [GJFV98], the Virtual Queueing technique
proposed in [SWR97] and the second and third implementations proposed in [EA98] and
discussed in section 7.3.7.

Finally, the implementations of the third group require both per-VC accounting and
per-VC queuing and scheduling. An example from the third group is the per-VC threshold
and scheduling implementation [GH96| described in section 7.2.2.

Weighted Fair Buffer Allocation

The Weighted Fair Buffer Allocation (WFBA) buffer acceptance algorithm [HK98| was
proposed before the beginning of the work on GFR within the ATM Forum, but it could
be used to support, at least partially, the GFR service category in ATM switches. WFBA
relies on per-VC accounting and can be used in FIFO-based switches. It tries to allocate
the space available inside a buffer to all the active VCs in proportion to a weight associated
with each VC. For the GFR service category, this weight would be set to the MCR of
the VC. When the buffer is full, WFBA tries to provide the same allocation as the static
buffer reservation discussed in section 8.3.1. However, if the buffer occupancy is much
smaller, then WFBA allows the active VCs to temporarily utilize a larger fraction of the
buffer than the static buffer allocation. WFBA automatically adapts the fraction of the
buffer which can be used by each VC in function of the weights of the active VCs and the
occupancy of the buffer.

WFBA uses two buffer thresholds (K and R). K is similar to an EPD threshold.
When the buffer occupancy (Boe.) is below the R threshold, then the switch is assumed
to be not congested and all the arriving AAL5-PDUs are accepted, independently of the
buffer utilization of each VC. When the buffer occupancy is above this threshold, WFBA
accepts or discards the arriving AAL5-PDUs as a function of the actual buffer occupancy
of their respective VCs. For this, WFBA keeps track of the number of cells from each
VC in the buffer (Bo,[7]). In addition to the buffer size (K), the WFBA algorithm also
uses a tuning parameter (Z, 0 < Z < 1). When a new AAL5-PDU arrives on VC[i] and
the total buffer occupancy is above the R threshold, it is accepted if equation 8.6 is true,
where an active VC is a VC which has at least one cell inside the buffer.

MCR[’L] ) % ( + K — BOCC)
E;l:ctlive VCs MCR[_]] BOcc - R

BOcc[i] < Z X BOcc X ( (86)

We have studied the suitability of WFBA to provide a minimum guaranteed bandwidth
to internetwork traffic in [Bon98b]. In this paper, we used the “five routers” and the “ten
routers” simulation scenarios. With the “five routers” scenario, WFBA achieved almost
the same performance as the per-VC threshold and scheduling implementation. With the



8.3 Alternative switch implementation 169

“ten routers” scenario, the round-trip-time had a higher impact with WFBA than with
the per-VC threshold and scheduling implementation. However, as already mentioned
in [Bon98b], WFBA is not sufficient to completely support the GFR service category in
ATM switches since it cannot support the MBS part of the GFR traffic contract and has
problems to support GFR VCs with a low or zero MCR.

Differential Fair Buffer Allocation

The DFBA implementation [GJFV98] aims at supporting the GFR service category in
FIFO-based switches by using only per-VC accounting. DFBA utilizes some of the fea-
tures of the Double-EPD, WFBA and RED buffer acceptance algorithms. DFBA handles
the CLP=1 AAL5-PDUs like the Double-EPD implementation, i.e. they are discarded
when the total occupancy of the FIFO buffer is above the LBO threshold. The CLP=0
AAL5-PDUs are always accepted when the occupancy of the FIFO buffer is below the
LBO threshold and discarded when the occupancy of the FIFO buffer is above the HBO
threshold. When the buffer occupancy is between the LBO and the HBO thresholds,
the arriving CLP=0 AAL5-PDUs are discarded with a probability given by equation 8.7
where « is a global parameter set to 0.5 in [GJFV98], Bo,. is the total occupancy of
the buffer, Bo,[i] is the number of cells from VC]Ji] in the buffer and Z[i] is a per-VC
parameter 12 .

Boeeli] = Boee X xRl
) ce > Fil Boee — LBO
P =Z[i] x (a x YTy +(1l-a) X —————) (8.7)
[4] HBO — LB
Boee x (1~ s*0di) O — LBO

[GJFV98| does not explicitly mention whether DFBA was designed to support the
GFR.1 or the GFR.2 conformance definition. When used to support the GFR.2 confor-
mance definition, DFBA would be similar to the Double-EPD implementation, although
DFBA could discard CLP=0 AAL5-PDUs which would not be discarded by Double-
EPD. This means that DFBA could fail to provide the minimum guaranteed bandwidth
by discarding CLP=0 AAL5-PDUs. When considering the GFR.1 conformance definition,
DFBA does not support the MBS part of the minimum guaranteed bandwidth.

Compared with DFBA, our TBA switch implementation provides several benefits.
First, it allows the network operator to control how the unreserved bandwidth is dis-
tributed among the active VCs by using the administrative weights. This kind of control
can be partially performed by DFBA thanks to the Z[i] parameter. However, this pa-
rameter has only an indirect influence on the distribution of the unreserved bandwidth
and its tuning seems to be rather difficult [GJFV98]. Second, our TBA switch imple-
mentation is able to support best-effort (i.e. UBR and GFR with MCR=0 VCs) in the
same FIFO buffer as the GFR VCs with a non-zero MCR. This problem is not addressed
in [GJFV98]. Third, our TBA switch implementation provides a complete support for
the GFR.1 and GFR.2 conformance definitions, including the MBS part of the minimum
guaranteed bandwidth for GFR.1. [GJFV98] is unclear concerning the supported GFR
conformance definitions.

12 . _ _MCRJi] _ _MCR[i] 2
[GJEV98] proposes to set Z[i] equal to 1 S, MORG] or (1 > MCR[J,]) .
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The simulations discussed in [GJFV98] have studied the performance of the DFBA
implementation with internetwork traffic. These simulations show that with DFBA the
workstations attached to the routers are able to utilize their minimum guaranteed band-
width. However, DFBA tends to allow the VCs with a small MCR to utilize a larger frac-
tion of the unreserved bandwidth than the VCs with a large MCR, although this problem
can be partially reduced by a careful selection of the Z[i] parameter. [GJFV98] does not
study the performance of DFBA with workstation traffic. Unfortunately, as [GJFV98|
does not compare the performance of DFBA with other switch implementations such as
Double-EPD or per-VC threshold and scheduling, it is impossible to compare quantita-
tively the performance of DFBA with our TBA switch implementation.

Virtual Queueing

Like our TBA switch implementation, the buffer acceptance algorithm proposed in [SWR97]
aims at supporting the GFR service category with a single FIFO buffer. This implemen-
tation also relies on a buffer acceptance algorithm and a counter update algorithm, but
these algorithms are completely different from the algorithms used in our implementation.

The buffer acceptance algorithm (figure 8.25) relies on one counter (M[i]) for each VC,
uses one global threshold (T'h) and keeps track of the number of active VCs. When the
first cell of an AAL5-PDU arrives, it is accepted in the FIFO buffer if the total buffer
occupancy is below the T'h threshold or if the counter of this VC is below Th divided by
the number of active VCs. In [SWR97], a VC is considered to be active when its MJi]
counter is larger than —w, where w is a global parameter.This is similar to the definition
of an active VC in our TBA switch implementation, but by using a global parameter,
[SWR97] implicitly assumes that all VCs have the same MBS. When a cell is accepted
in the FIFO buffer, the value of the M[i] counter is incremented by one. The buffer
acceptance algorithm used by [SWR97] maintains a linked list “L” with the identifiers of
all the active VCs. This list is used by the counter update algorithm.

The counter update algorithm is used to decrement the M[i] counters of the active VCs
at a rate at least equal to the MCR of the corresponding VC. This algorithm (figure 8.26)
uses one timer (T) and one counter (W[i]) for each VC. The counter update algorithm
relies on the linked list “L.” to identify the active VCs and operates in two phases during
a period of T seconds. At the beginning of each period, the counter update algorithm
operates in phase one. During this phase, the counters of the active VCs are decremented
by at least MCR[i]xT. This allows the counter update algorithm to provide the minimum
guaranteed bandwidth. Phase 1 ends when the counters of all the active VCs have been
sufficiently decremented. During the second phase of the algorithm, the M[i] counters of
the active VCs are decremented in a round-robin fashion in order to equally distribute
the unreserved (and unused reserved) bandwidth among the active VCs.

Compared with this implementation our TBA switch implementation provides the
following benefits. First, our implementation distributes the unreserved bandwidth in
proportion to the administrative weights of the active VCs, while the implementation
discussed in [SWR97] only provides a fair allocation of the unreserved bandwidth. Second,
we have shown how to support best-effort and nrt-VBR VCs in the same FIFO buffer as
the GFR VCs. We have also explained how our proposed implementation could be used
in a multi-service switch. These problems are not addressed in [SWR97]. Third, we have
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Arrival of the first cell of an AALS5-PDU :
Thy, = Th/Ngctive s
if ( (Boccupancy = Th) and ( M[il > Th, ) )
{

accept PDU[i]=FALSE;

discard_cell; /* Cell is discarded */

}

else

{

/* Cell is accepted in the FIFQ buffer */
M[il=M[i]+1;
if ( M[i] = -w +1)

append VC[i] to the tail of linked list L;
accept PDU[i] =TRUE;

}

Arrival of a middle cell of an AAL5-PDU :
if (accept PDU[i]=FALSE)

discard cell;
else

{

/* Cell is accepted in the FIFO buffer */
M[i]=M[i]+1;
if ( M[i] = -w+1)

append VC[i] to the tail of linked list L;

Figure 8.25: Buffer acceptance algorithm proposed in [SWR97]

shown how to maintain a low average buffer occupancy while still providing the minimum
guaranteed bandwidth. This control of the buffer occupancy is an important feature for
TCP/IP traffic which is not addressed in [SWR97]. A fourth benefit of our TBA switch
implementation is that we have shown how to completely support the GFR.1 and GFR.2
conformance definitions. [SWR97] does not discuss the support of the two different GFR
conformance definitions.

[SWR97] briefly studies the performance of the Virtual Queueing implementation by
considering UDP and TCP-based workstation traffic in a LAN environment. In both
cases, the simulations described in [SWR97] show that this implementation is able to
provide the minimum guaranteed bandwidth. However, concerning the TCP simulations,
it should be noted that [SWR97| considers a granularity of 10usec for the retransmission
timer. Such a small granularity is an unrealistic model of current software-based TCP
implementations. The performance of the implementation proposed in [SWR97] would
probably be worse with a realistic granularity for the retransmission. Unfortunately, this
more realistic case is not studied in [SWR97]. [SWR97] does not analyze the performance
of the Virtual Queueing implementation with internetwork traffic and does not compare
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Timer expiration (period T)

for(j=1;j<N;j=j+1)
WLjI=W[j1+MCR[jI*T;
phase=1;

When a cell from the FIFO buffer is transmitted :

if (phase=1)
{
if (L is not empty)
{
let k denote the first VC identifier in L;
remove k from L;
M[k]=M[k]-1;
Wlk]=W[k]-1;
if ( (M[kI>-w) and (W[k]1>1))
append k to the tail of L;
¥

phase=2;
for(j=1;j<N; j=j+1)
if (W[jl > 1)
phase=1;
}
else
{ /* phase2 */
if( L is not empty)
{
let k denote the first VC identifier in L;
remove k from L;
M[k]=M[k]-1;
if (M[k]>-w)
append k to the tail of L;

Figure 8.26: Counter update algorithm proposed in [SWR97]

its performance with other implementations such as Double-EPD and per-VC threshold
and scheduling. It is thus impossible to compare quantitatively the performance of the
implementation proposed in [SWR97] with our TBA switch implementation.
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8.4 Improving per-VC threshold and scheduling

From our experience with the per-VC threshold and scheduling implementation described
in chapter 7 and the simulations with our TBA switch implementation, we can propose
two directions to improve the per-VC threshold and scheduling implementation. The first
improvement concerns its buffer acceptance algorithm. Our simulations have shown that
it had a strong bias in favor of GFR.1 VCs over GFR.2 VCs. As already mentioned,
this bias is probably not acceptable in public networks. The buffer acceptance algorithm
proposed in the section 8.3.3 for our TBA switch implementation could be used with small
modifications in a switch based on the per-VC threshold and scheduling implementation.
Instead of basing the acceptance decision on the value of the C[i] counter, it would be
sufficient to base the acceptance on the number of cells in each per-VC queue. A possible
solution would be to replace all occurrences of Cli] in figures 8.18 and 8.17 by (M BS[i] —
Bocc[i]) where Boc[i] is the number of cells in the queue for VCJi]. The main characteristic
of the buffer acceptance algorithm used in the TBA switch implementation, namely the
complete support for GFR.1 and GFR.2 combined with a low average buffer occupancy
thanks to the utilization of a variant of the RED algorithm, are also desirable in a switch
with per-VC queueing and scheduling.

The second improvement concerns the scheduler used by the per-VC threshold and
scheduling implementation. The per-VC threshold and scheduling implementation as-
sumes the utilization of a WFQ-like scheduler. Many WFQ-like schedulers [Zha95] have
been proposed since the original WFQ scheduler [DKS90]. The Virtual Spacing scheduler
considered in this thesis is one of these WFQ-like schedulers. If we ignore implementation
details, a common characteristic among these schedulers is that, when considering greedy
sources, the bandwidth is shared in proportion to the weight associated with each VC.
We have already shown that this distribution of the available bandwidth is not sufficient
to efficiently support the GFR service category in ATM switches.

We show in this section how the Virtual Spacing algorithm can be extended to support
a similar method as our TBA switch implementation to distribute the available bandwidth
among the active VCs. We first recall some implementation issues when considering
Virtual Spacing in section 8.4.1. We then propose in section 8.4.2 a modification to
Virtual Spacing to support the same distribution of the available bandwidth as our TBA
switch implementation. Finally we discuss two possible ways to reduce the implementation
complexity of this scheduler in section 8.4.3.

8.4.1 Implementing Virtual Spacing

As explained in section 7.2.2) Virtual Spacing [Rob94] is usually described by assuming
that one timestamp is associated with each arriving cell. However, this is not strictly
necessary in practice. In fact, in a switch with per-VC queueing, only the timestamp of
the first cell of each queue needs to be computed and stored [Rob94]. Thus, instead of
requiring one timestamp per-cell, a real implementation of Virtual Spacing requires only
one timestamp per queue.

We show below how Virtual Spacing can be implemented with one timestamp per
queue. We assume an output buffered switch which supports N different VCs (numbered
from 0 to N-1). We also assume that there is a one-to-one mapping from the VCs to
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the queues (i.e. Queue[k]| contains only the cells from VC[k]|) and we use the following
notations :

e Queue[j].MCR = Minimum Cell Rate (MCR) for VC]j]

e Queue[j].F = Virtual finish time (timestamp) of the first cell of Queuel[j]
e Queuelj].first = first cell of VC[j]

In addition to these per-queue variables, we also define one global variable :
e Vtime = Virtual time of the scheduler!?

With these notations, the Virtual Spacing algorithm can be expressed as shown in
figures 8.27 and 8.28. Figure 8.27 shows how the timestamp of a cell arriving in an
empty queue is computed. Figure 8.28 describes the algorithm which selects the cell to
be transmitted on the output link.

Cell arrival in Queuel[j]

if (Queuel[j] is empty)
Queue[j].F =Vtime + 1/Queue[j].MCR;
insert cell at tail of Queuel[j];

Figure 8.27: Virtual Spacing (Cell arrival)

8.4.2 A flexible scheduler

The counter update algorithm based on the Wx and Wy registers which is part of our
TBA switch implementation could also be used, with minor modifications, as a scheduler.
Instead of selecting a counter to be updated this algorithm could select a cell to be
transmitted. This algorithm could in fact be considered as a scheduler composed of two
building blocks. The first building block, implemented by the Wg register, is equivalent
to a non-work-conserving scheduler. The second building block, implemented by the Wy,
register, is equivalent to a work-conserving scheduler.

The Virtual Spacing algorithm is a work-conserving scheduler and thus it could be
used to replace the Wy register. Virtual Spacing could also be used, with a small modifi-
cation, to implement a non-work-conserving scheduler. For this, we note that with Virtual
Spacing, the timestamp of the first cell of each VC (Queue[j].F) corresponds to the time at
which this cell should be sent, at the latest, to fulfill the minimum guaranteed bandwidth
of this VC. In a non-work-conserving scheduler, the different VCs should thus be served
at the time corresponding to their timestamp.

The non-work-conserving version of Virtual Spacing is composed of two parts. The
cell arrival part is exactly the same as figure 8.27. The cell transmission part (figure 8.29)

13Tn [Rob94], Vtime is called the “Spacing time”.
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Cell transmission :

/* assumes that there is at least one cell in one queue */

/* Find smallest F timestamp */
Fmin= +4o00;
s = -1;
for (k=0;k < N;k=k+1)
if (Queue[k] not empty) AND (Queuel[k].F < Fmin)
{
Fmin=Queue [k] .F;
s=k;
}
/* s points to the Queue with the smallest F */
tx = Queuel[s].first;
remove_first (Queuel[s]);
Vtime = Fmin; /* update spacing time */
if (Queue[s] is not empty)
Queue[s].F = Vtime+1/Queue[s].MCR;
transmit_cell(tx);

Figure 8.28: Virtual Spacing (cell transmission)

is slightly different from the work-conserving scheduler. The main modification is that
the non-work-conserving scheduler will only transmit a cell provided that its timestamp
is larger than or equal to the real-time. The non-work-conserving scheduler must thus
maintain a real-time clock. This real-time clock must be expressed in units which are
compatible with the units used to define the MCR associated with each logical queue.
For example, if the MCRs are expressed in cells per second, then the real-time clock
should be incremented by one every cell slot (i.e. every 1/PCR, seconds).

Based on the non-work-conserving version of Virtual Spacing, we can now describe our
flexible scheduler. This scheduler is a two level scheduler. The provision of the minimum
guaranteed bandwidth is performed by a non-work-conserving scheduler (the R-scheduler)
and the bandwidth which is not used by this scheduler is distributed among the active
VCs with a work-conserving scheduler (the U-scheduler). These two schedulers are based
on Virtual Spacing, and we explain below how to combine them to provide a flexible
scheduler. We associate the following variables with each queue:

e Queue[j].MCR : Minimum Cell Rate (MCR) associated with VCJj] (expressed in
cells per second)

e Queue[j].W : Administrative weight associated with Queue[j] (unitless4)

14The administrative weight of VC[j] is used to specify the unreserved and unused reserved bandwidth
that VC[j] will be allowed to use.
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Every cell slot :
/* assumes that there is at least one cell in one queue */

/* Find smallest F timestamp */
Fmin=+00;
s = -1;
for (k=0;k<N;k=k+1)
{
if (Queue [k] not empty) AND (Queue[k].F < Fmin)
{
Fmin=Queue[k] .F;
s=k;
}
}
/* s points to the Queue with the smallest F */
if (Fmin < time)
{
tx = Queuel[s].first;
remove _first (Queue[s]);
Vtime=Fmin;
if (Queue[s] is not empty)
{
Queue[s].F = Fmin +1/Queue[s].MCR;
}

transmit_cell(tx);

}

else

{

/* no cell is transmitted, server is idle */

}

Figure 8.29: Cell transmission for non-work-conserving Virtual Spacing

e Queue[j].F_R : Virtual finish time (timestamp) of the first cell of Queue[j] for the
R-scheduler

e Queuej].F_U : Virtual finish time (timestamp) of the first cell of Queue[j] for the
U-scheduler

The F_R and F_U variables are used internally by the R- and U-schedulers. The
administrative weight is used to determine how the unreserved (and unused reserved)
bandwidth is distributed among the active VCs.

In addition to these per-queue variables, the flexible scheduler maintains the following
three global variables :

e Vtime_U : Virtual time for the U-scheduler
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e Vtime_R : Virtual time for the R-scheduler

e time : the real time clock

Cell arrives in Queuel[j]

if (Queuelj] is empty)

{

Queuel[j].FU
Queue[j].FR

Vtime U + 1/Queuelj].W;
Vtime R + 1/Queue[j].MCR;

}

insert cell at tail of Queuel[j];

Figure 8.30: Cell arrival for flexible scheduler

The flexible scheduler is shown in figures 8.30 and 8.31. Figure 8.30 describes the
computation of the timestamps for the R- and U-schedulers when a cell arrives in an
empty queue. This computation is done as in the classical Virtual Spacing algorithm.

Figure 8.31 describes the algorithm used by the flexible scheduler to select the cell to
be transmitted on the output link. This algorithm is divided in two steps®® . First, the R-
scheduler determines whether one queue must be served to fulfill its minimum guaranteed
bandwidth. For this, the R-scheduler compares the value of the smallest R timestamp
with the real-time clock. If the smallest R timestamp is smaller than or equal to the
real-time clock, then one cell must be transmitted on the output link. In this case, the
first cell of the queue corresponding to the smallest R timestamp is transmitted on the
output link and the R timestamp of this queue is updated provided that this queue is
not empty. It should be noted that the U timestamp of this queue is not modified. If
the smallest R timestamp is larger than the real-time clock, then all the active VCs have
already received their minimum guaranteed bandwidth. In this case, the U-scheduler is
invoked and the first cell from the queue with the smallest U timestamp is transmitted
on the output link. After the transmission of this cell, the U timestamp (but not the R
timestamp) of the corresponding is updated provided that this queue is not empty.

8.4.3 Efficient implementations of the flexible scheduler

When considering a hardware-based implementation of a scheduler, the main problem is
usually that if N VCs are active, then the scheduler must find the smallest timestamp
among N timestamps during each cell slot. Several solutions have been proposed recently
[RGB96, BSZ97] to simplify the implementation of WFQ-like schedulers in ATM switches.
These techniques are also applicable to the flexible scheduler described in the previous
section.

15Tn figure 8.31, the F_R timestamps are first sorted and then the F_U timestamps are sorted if required.
In a hardware-based implementation, we expect that these two sorting operations will be performed in
parallel since they are independent.
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Cell transmission :
/* assumes that there is at least one packet in one queue */
Fmin R=+o00;
sR =-1;
for (k=0;k<N;k=k+1)
if (Queue[k] not empty) AND (Queuel[k].FR < FminR)
{
Fmin_R=Queue[k] .FR;
s_R=k;
}
if (FminR < time)
{
tx = Queue[s R].first_cell;
remove first_cell (Queue[s_R]);
Vtime R=Fmin R;
if (Queue[sR] is not empty)
Queue[s_R].FR = FminR + 1/Queue[s_R].MCR;
transmit_cell(tx);

}

else

{
Fmin U=+o00;
s U= -1;

for (k=0;k<N;k=k+1)
if (Queue [k] not empty) AND (Queue[k].FU < Fmin U)

{

Fmin U=Queue[k] .F_U;
s U=k;
}
tx = Queue[s U].first cell;
remove first_cell (Queue[s.U]);
Vtime U = Fmin U;
if (Queue[s U] is not empty)
Queue[s U] .FU = Vtime U + 1/Queue[s.U].W;
transmit_cell(tx);

Figure 8.31: Cell transmission for flexible scheduler

The techniques proposed in [RGB96, BSZ97] reduce the complexity of the sorter by
supporting only a small number of different weights (e.g. 64 in [BSZ97]). Such a solution
can be applied to both the R- and the U-schedulers in our flexible scheduler. However, the
most natural place to apply these techniques is the U-scheduler since this scheduler will
usually only support a small number of different administrative weights. For simplicity,
we only discuss the efficient implementation of the U-scheduler in this section.

In the remainder of this section, we consider two implementation techniques. The



8.4 Improving per-VC threshold and scheduling 179

first technique is the one proposed in [BSZ97]. We will call this implementation the per-
VC implementation because one timestamp is associated with each VC. This technique
is applicable to the R~ and the U-schedulers. For the second technique, we only use one
timestamp per group of VCs, where all the VCs in one group have the same administrative
weights. This technique is only applicable for the U-scheduler.

The per-VC implementation

The first implementation technique which can be used for the flexible scheduler is the
solution proposed in [BSZ97]. This solution was originally proposed to support the W FQy
scheduler in ATM switches, but as mentioned in [BSZ97] it is also applicable for Virtual
Spacing. This technique assumes that only R distinct weights are supported by the
scheduler. In this case, only R timestamps are present in the sorter, even if there are
much more than R active VCs.

A key contribution of [BSZ97] was to note that, with Virtual Spacing and a few other
scheduling mechanisms used fixed length packets (e.g. ATM cells), when K VCs have
the same weights, then it is possible to determine the smallest timestamp among these
K VCs by maintaining a simple linked list and thus without any sorting operation. This
interesting property of Virtual Spacing is due to several factors. The first factor is that
the virtual time is, by definition, a non-decreasing function. The second factor is that, at
any time, the virtual time is always smaller than or equal to the timestamps associated
with all the active VCs. The third factor is that, when a cell arrives in an empty queue
and after a cell has been scheduled for transmission, the timestamp associated with its
VC is computed as Vtime + 1/W, where Vtime is the virtual time and W the weight
associated with this VC.

Let us now consider a group of K VCs with the same weight. In this case, it is easy to
show that the timestamps associated with the active VCs of this group are all bounded
by :

Vi, Vi1 <i< K :Vtime(t) < TS[i|(t) < Vtime(t) + 1/W (8.8)

In this equation, Vitime(t) is the value of the virtual time of the scheduler at time t,
TS[i](t) is the timestamp associated with VCI[i] at time t and W is the weight associated
with the K VCs. The first part of this equation is true by definition of the virtual time.
The second part of this equation can be easily proven by contradiction. Let us thus
assume that at time t1, T'S[j](t1) > Vitime(t1) + 1/W. This timestamp was computed at
some time %y : ty < t; according to the definition of the Virtual Spacing algorithm. At
t = to, the following relation (8.9) was verified :

TS[j](to) = Vtime(to) + 1/W (8.9)

Furthermore, since the value of the timestamps only change when a cell is transmitted,
we know that (8.10) :

Vi ity <t <t TS[5](t) = T'S[j](t) (8.10)

From the definition of the virtual time, the following property (8.11) is also true :
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Vi :tg <t, Vtime(t) > Vtime(to) (8.11)
When (8.9), (8.10) and (8.11) are combined, we have (8.12) at time ¢ = ¢; :

TS[](t) < Vtime(t)) + 1/W (8.12)

(8.12) contradicts our initial hypothesis and thus the second part of (8.8) is true.

Based on this property, we can now explain how it is possible to find the smallest of
the K timestamps without any sorting operation. For this, one linked list is associated
with each group of K VCs. This list is either empty or contains identifiers of the active
VCs of the group. By using appropriate insertion and deletions operations, it is possible
to ensure that the VC identifier which is at the head of the list is always the VC with the
smallest timestamp among all the active VCs of the group.

To understand the utilization of the linked list, let us assume that the list is initially
sorted (this is trivial when the list contains only one VC identifier). When a cell arrives
in an empty queue, the timestamp of its VC is computed as T'S[k] = Vitime + 1/W.
According to (8.8), this value is the upper bound of the timestamps associated with the
K VCs. Thus, if the identifier of this VC is placed at the tail of the linked list, this linked
list remains sorted. When a VC is selected for transmission, its VC identifier is removed
from the linked list and the linked list remains sorted. The timestamp of this VC is then
computed with the same formula as above and thus its VC identifier can also be safely
placed at the tail of the linked list. Thus, the linked list remains sorted and at any time,
the timestamp of the VC at the head of the linked list is the smallest timestamp among
all the VCs of the group.

We show in figures 8.32 and 8.33 the modifications to the flexible scheduler to utilize
this implementation technique. In these figures, a group is defined as the set of VCs with
the same administrative weight. The following variables are used in these figures :

e Group[k].F_U: F_U timestamp associated with the group (i.e. smallest timestamp
among all the active VCs of the group)

Group[k].1l : Linked list associated with the group

Group[k].1lfirst : First element of the linked list (VCi])

N : number of VCs

e Ng : number of groups (i.e. number of different administrative weights)

In addition, we define two simple functions. GetUgroup(j) returns the identification of
the group to which VC[j] belongs and Isempty(Group[k]) a boolean function which returns
TRUE when the linked list associated with Group[k] is empty and FALSE otherwise.

Figures 8.32 and 8.33 described the cell arrival and the cell transmission part of the
per-VC implementation of our flexible scheduler. When a cell arrives in an empty queue,
its R and U timestamps are computed as in the flexible scheduler and the identifier of
this queue is placed at the tail of the linked list of its group. If its group was empty, the
timestamp of this group is set to the timestamp computed for the queue.



8.4 Improving per-VC threshold and scheduling 181

Cell arrives in Queuel[j] :

if (Queuelj] is empty)

{
Queue[j].FU = Vtime U + 1/Queuel[j].W;
Queue[j].FR = Vtime R + 1/Queue[j].MCR;
}
g=getUgroup(j);
if (Isempty(Group[gl)

Group[gl .F U=Queue[j] .F U;
insert j at tail of Grouplgl;
insert cell at tail of Queuel[j];

Figure 8.32: Cell arrival for flexible scheduler with per-VC implementation

The algorithm used to select the cell to be transmitted on the output link (figure 8.33)
works as follows. The R-scheduler is used as in the flexible scheduler to determine whether
one queue must be served to fulfill its MCR. The only difference with the flexible scheduler
described earlier is that we have to be careful when a queue containing a single cell is
selected by the R-scheduler. When the first cell of this queue is transmitted, the queue
becomes empty and thus its identifier must be removed from the linked list associated with
its group. Otherwise, a timestamp corresponding to an empty queue would be included
in the linked list.

The U-scheduler of the per-VC implementation works as follows. It first finds the
smallest U-timestamp among the different groups. By construction, the queue associated
with this timestamp is located at the head of the linked list associated with this group.
The first cell from this queue is transmitted on the output link and the identifier of this
queue is removed from the linked list. If the queue is not empty, its U-timestamp is
computed as usual and the U-timestamp of the group is set to the U-timestamp of the
queue which is located at the head of the linked list associated with the group.
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Cell transmission :
/* assumes that there is at least one packet in one queue */
Fmin R= +o00;
sR = -1;
for (k=0;k<N;k=k+1)
if (Queue [k] not empty) AND (Queuel[k].FR < Fmin R)
{
Fmin_R=Queue[k] .FR;
s_R=k;
}
if (FminR < time)
{
tx = Queue[s_R].first_cell;
remove _first_cell(Queue[sR]);
Vtime R=Fmin R;
if (Queuel[s R] is not empty)
Queue[s R].FR = Fmin R + 1/Queue[s_R].MCR;
else
{
g=getUgroup(sR);
remove s_R from list Groupl[g].ll;

}

transmit_cell (tx);

}

else
{
Fmin U=+o00;
s U= -1;
for (k=0;k< Ng;k=k+1)
if (not (Isempty(Group[k])) AND (Group[k].FU < Fmin U))
{
Fmin U=Group [k] .F_U;
s_U=k;
¥
q = Group[s U].11l.first;
tx = Queue[q] .first cell;
remove first_cell(Queuelql);
Vtime U = Fmin U;
remove q from list Group[sU].1l1;
if (Queuel[q] is not empty)
{
Queuel[q] .FU = Vtime U + 1/Queue[s U].W;
insert q at tail of list Group[s U].11;
¥
if not (Isempty(Group[sU]))
Group[s_U] .F_U=Queue [Group[s U] .11.first] .F U;
transmit_cell (tx);

Figure 8.33: Cell transmission for flexible scheduler with per-VC implementation
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Per-group implementation

Although the implementation described in the previous section does not introduce any
approximation when compared with the flexible scheduler, it might suffer, like the flexible
scheduler, from one drawback. When considering greedy VCs, the flexible scheduler and
the per-VC implementation distribute the available bandwidth according to equation 8.13,
where U is the amount of unreserved (and unused reserved) bandwidth. This means that
the fraction of the unreserved bandwidth which is allocated to one VC depends on the
number of active VCs. This implies that a large number of VCs (e.g. best-effort) with
a low administrative weight could utilize, as a whole, a large fraction of the unreserved
bandwidth.

Wi
X Wil
Some network operators could prefer another allocation of the unreserved bandwidth

where the unreserved bandwidth is distributed among the active groups as shown in
equation 8.14, where N[k| is the number of VCs in the k' group.

Rateli] = MCRJ[i] + U x (8.13)

1 Group|getU group(i)|.W
— X (U x
NlgetUgroup(i)] > i Group|k]. W

Rate[i] = MCR[i] + ) (8.14)

The advantage of this distribution of the available bandwidth is that the fraction of
the unreserved bandwidth which is distributed to the VCs in one group does not anymore
depend on the total number of VCs provided that there is always at least one active VC
in each group, which seems to be a reasonable assumption.

This allocation of the available bandwidth can be easily performed by using the im-
plementation shown in figures 8.34 and 8.35. In this implementation, a single timestamp
is associated with each group of VCs. The successive values for these timestamps are
computed by the classical Virtual Spacing algorithm. All the active VCs belonging to one
group are served in a round-robin fashion every time their group is selected for transmis-
sion. This can be easily implemented with a simple linked list as shown in figure 8.35.

Cell arrives in Queuel[j] :
if (Queue[j] is empty)

Queue[j].FR = Vtime R + 1/Queue[j].MCR;
g=getUgroup(j);
if (Isempty(Grouplgl)

Grouplg] .F U=Vtime U + 1/Grouplg] .F.U;
insert g at tail of Grouplgl;
insert cell at tail of Queuel[j];

Figure 8.34: Cell arrival for flexible scheduler with per-group implementation
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Cell transmission :
/* assumes that there is at least one packet in one queue */
Fmin R=+00;
sR =-1;
for (k=0;k<N;k=k+1)
if (Queue [k] not empty) AND (Queue[k].FR < Fmin R)
{
Fmin R=Queue[k] .F R;
s_R=k;
}
if (FminR < time)
{
tx = Queue[s_R].first_cell;
remove _first_cell(Queue[sR]);
Vtime R=Fmin R;
if (Queue[sR] is not empty)
Queue[sR].FR = FminR + 1/Queue[s_R].MCR;
else
{
g=getUgroup(sR);
remove s_R from list Groupl[g].1l1;

}

transmit_cell (tx);

}

else
{
Fmin U=+o00;
s U= -1;
for (k=0;k< Ng;k=k+1)
if (not (Isempty(Group[k])) AND (Groupl[k].FU < Fmin U))
{
Fmin U=Group [k] .F_U;
s U=k;
}
q = Group[s.U].11l.first;
tx = Queue[q] .first cell;
remove first_cell(Queue[q]);
Vtime U = Fmin U;
remove q from list Group[s U].11;
if (Queue[q] is not empty)
insert q at tail of list Group[s U].1l1;
if not (Isempty(Group[sU]))
Group[s_ U] .F U=Vtime U+1/Group[s U] .W;
transmit_cell(tx);

Figure 8.35: Cell transmission for flexible scheduler with per-group implementation
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8.4.4 Related Work

Several two-level schedulers have been recently proposed in the literature. [CW97a] pro-
poses to use a two-level scheduler to support ABR traffic in an ATM switches. In this
article, a WRR-based scheduler is used as a non-work-conserving scheduler to provide the
minimum guaranteed bandwidth to the ABR VCs with a non-zero MCR and a round-
robin scheduler is used to distribute the unreserved bandwidth among all the active ABR
VCs.

[SWR97] proposes another scheduler to support the GFR service category in ATM
switches. This scheduler uses the algorithm shown in figure 8.26. It provides the mini-
mum guaranteed bandwidth and distributes the unreserved bandwidth with a round-robin
scheduler.

[BSZ97] uses a non-work-conserving Staled—W FQ3 scheduler to perform traffic shap-
ing, but also to provide minimum guaranteed bandwidth. In this case, the non-work-
conserving scheduler is coupled with a round-robin scheduler to distribute the unreserved
bandwidth equally among all the active VCs.

In addition to these schedulers, it is also useful to mention the link sharing algorithm
proposed in [FJ95]. This algorithm was designed to share one link among different protocol
families or organizations. This algorithm specifies the distribution of the bandwidth, but it
does not take account of the flows with a minimum guaranteed bandwidth. A hierarchical
scheduler also suitable for this purpose was proposed in [BZ97].

Compared with these proposals, our flexible scheduler provides an additional benefit
to the network operator since he is not forced to distribute the unreserved bandwidth
equally or in proportion of the minimum guaranteed bandwidth of the active VCs. We
have also shown that when considering efficient implementations of our flexible scheduler
it was possible to support two different strategies to distribute the unreserved bandwidth.

8.5 Conclusion

In this chapter, we have presented three important contributions to improve the perfor-
mance of GFR switch implementations when carrying TCP/IP traffic.

We have first shown that the performance of workstation and internetwork traffic
with the GFR.2 conformance definition could be significantly improved with some traffic
shaping. We have proposed a simple shaper [Bon98c| which is suitable for the GFR
service category and studied its performance. Although the simple shaper could probably
be improved, our simulations with workstation and internetwork traffic have shown that
the utilization of similar shapers significantly improves the performance of these two types
of traffic, especially with the Double-EPD switch implementation.

Our second contribution is the TBA switch implementation which can be used to
completely support the GFR service category in FIFO-based ATM switches. An impor-
tant contribution of this switch implementation is that the distribution of the unreserved
bandwidth is completely decoupled from provision of the minimum guaranteed band-
width. Thanks to this decoupling, our TBA switch implementation allows the network
operator to control the distribution of the unreserved bandwidth by choosing the admin-
istrative weights which are associated with each VC. This also allows our TBA switch
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implementation to support GFR VCs with a zero MCR without allocating an implicit
minimum guaranteed bandwidth to these VCs. The simulations performed with our TBA
switch implementation have shown that its performance was between the performance of
the Double-EPD and per-VC threshold and scheduling implementations with workstation
and internetwork traffic.

Our third contribution is a modification [BBD*98]| to the Virtual Spacing scheduling
algorithm. Based on our TBA switch implementation, we have shown how to modify
Virtual Spacing in order to decouple the provision of the minimum guaranteed band-
width from the distribution of the unreserved bandwidth among the active VCs. Our
modification is important because it allows the network operator to directly control the
distribution of the unreserved bandwidth to the GFR VCs with and without a minimum
guaranteed bandwidth.



Chapter 9

Conclusion

In this thesis, we have presented a detailed study of the behaviour of TCP with ATM
service categories providing a guaranteed minimum bandwidth. Our contributions can
be classified into two groups. First, we have studied the suitability of the existing ATM
service categories, namely Constant Bit Rate (CBR), Available Bit Rate (ABR) and Vari-
able Bit Rate (VBR), to efficiently support TCP/IP service with a minimum guaranteed
bandwidth. Our contributions related to these existing ATM service categories are sum-
marized in section 9.1. Second, we have studied in detail the performance of TCP/IP
with the Guaranteed Frame Rate (GFR) service category which is currently under study
within the standardization bodies. We have also shown how to better support the GFR
service category in ATM switches. Our contributions related to the GFR service category
are summarized in section 9.2 Our work could be extended in several directions. We
discuss these directions in section 9.3.

9.1 TCP and the existing service categories

Our first contribution is a detailed, measurement-based, performance evaluation of TCP
with the CBR service category in a wide area ATM network [BKD96a]. The main con-
clusion of the measurements discussed in chapter 4 is that in such a network, it is very
important to generate a conforming ATM traffic. If the ATM level traffic is not completely
in conformance with the traffic contract, the Usage Parameter Control (UPC) function
at the ingress of the ATM network discards cells, which causes a severe reduction in the
performance of TCP. If the non-conformance of the ATM level traffic is too large, the
data transfer becomes almost impossible with TCP.

We have studied the requirements to deploy the ABR service category in public net-
work and shown that, with FIFO-based ABR switches, some kind of traffic enforcement
was also needed to support ABR. We have shown that the utilization of such enforce-
ment greatly increases the complexity of the private or public ATM switches depend-
ing on whether the public network relies on an ABR UPC or on switches with Virtual
Source/Virtual Destination (VS/VD) capabilities. While ABR will probably be deployed
in some corporate networks and inside public ATM networks to control the best-effort
traffic at VP-level, we do not believe that ABR will be widely deployed in public net-
works.
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As a simple alternative to the ABR service category, we have then studied in chap-
ter 6 the performance of TCP with the VBR service category. In this chapter, we have
first shown that, when considering workstation traffic in an ATM LAN relying on the
VBR.3 conformance definition, TCP had huge difficulties to benefit from the minimum
guaranteed bandwidth when all the cells tagged by the UPC were discarded inside the
network [BKD96b]. We have studied the suitability of the VBR.3 conformance definition
to support internetwork traffic. Our simulations have shown that internetwork traffic had
difficulties to efficiently utilize VBR.3 VCs. We have also shown that in this case, the
performance of TCP was highly dependent on the Maximum Burst Size (MBS) of the
ATM VCs.

9.2 TCP and the GFR service category

Our study of TCP with the GFR service category discussed in chapters 7 and 8 has
resulted in five important contributions.

Our first contribution is a detailed simulation study of the performance of the Double-
EPD and the per-VC threshold and scheduling implementations with workstation traf-
fic [Bon98d]. Our simulations have shown that the Double-EPD implementation is not a
satisfactory solution to support TCP/IP traffic in LAN and WAN environments. We have
shown that the low performance of the Double-EPD was mainly because the burstiness
of the TCP traffic forced the Frame-Generic Cell Rate Algorithm (F-GCRA) used at the
ingress of the network to tag a large fraction of the AAL5-PDUs sent by the workstations.
Concerning the per-VC threshold and scheduling implementation, we have shown that it
provides a much better performance than the Double-EPD implementation. However, we
have shown that the performance of TCP becomes degraded in WAN environments and
when the GFR.2 conformance definition is used.

Our second contribution is a detailed simulation study of the performance of these two
switch implementations with internetwork traffic [Bon98b]. We have shown that internet-
work traffic could better benefit from the minimum guaranteed bandwidth provided by
the GFR service category than workstation traffic. Our simulations with Double-EPD im-
plementation, have shown that the performance of internetwork traffic was very sensitive
to the value of the MBS parameters of the GFR traffic contracts. With the Double-EPD
implementation, large values for the MBS were required to achieve good performance.
Our simulations with the per-VC threshold and scheduling implementation have shown
that this implementation was well suited to support internetwork traffic when used with
the GFR.1 conformance definition. However, we have identified two important drawbacks
of this implementation. The first one is that it has difficulties to support GFR VCs with
a zero Minimum Cell Rate (MCR) without implicitly reserving some bandwidth for these
VCs. The second one is that when both GFR.1 and GFR.2 VCs are multiplexed in the
same switch, the GFR.1 VCs are favored over the GFR.2 VCs which cannot benefit from
their minimum guaranteed bandwidth.

Based on these simulations, we have then proposed three possible solutions to better
support the GFR service category in ATM switches.

As a first solution to improve the performance of workstation and internetwork traffic
with the GFR.2 conformance definition we have proposed the utilization of a simple shaper
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[Bon98c|. We have shown that the utilization of this shaper significantly improved the
performance of workstation and internetwork traffic with the Double-EPD implementation
and that it reduced the unfairness between GFR.1 and GFR.2 VCs with the per-VC
threshold and scheduling implementation. This shaper constitutes our third contribution.

We have then studied whether the GFR service category could be completely supported
in FIFO-based ATM switches without requiring per-VC queueing. As a fourth contribu-
tion, we have proposed the Token-based Buffer Allocation algorithm (TBA) [Bon98a]
which can be used in such switches. An important feature of our TBA switch implemen-
tation is that the distribution of the unreserved bandwidth is completely decoupled from
the provision of the minimum guaranteed bandwidth. This decoupling allows our TBA
switch implementation to support GFR VCs with a zero MCR without allocating an im-
plicit minimum guaranteed bandwidth to these VCs. We have studied the performance of
our TBA switch implementation with workstation and internetwork traffic. This simula-
tion study has shown that the performance of our TBA switch implementation was close
to the performance of the per-VC threshold and scheduling implementation with internet-
work traffic. With workstation traffic, the performance of our TBA switch implementation
was closer to Double-EPD than to the per-VC threshold and scheduling implementation.
Although the performance of our TBA switch implementation lies between the Double-
EPD and the per-VC threshold and scheduling implementation, its efficient support for
best-effort VCs in addition to VCs with a minimum guaranteed bandwidth is an important
improvement over the per-VC threshold and scheduling implementation.

Based on the work done to develop our TBA switch implementation, we have then
shown how to modify a Virtual Spacing scheduler in order to decouple the provision of
the minimum guaranteed bandwidth from the distribution of the unreserved bandwidth
among the active VCs [BBD98]. Our modification to the Virtual Spacing scheduler is
a significant improvement since it allows this scheduler to support GFR VCs with a zero
MCR without implicitly reserving some bandwidth for these VCs. Furthermore, our mod-
ification allows the network operator to directly control how the unreserved bandwidth
is distributed among the active VCs. We have also discussed efficient implementation of
our modified scheduler. This modified scheduler constitues our fifth contribution.

9.3 Further work

In this thesis, we have mainly relied on measurements and simulations to evaluate the
performance of TCP over different ATM service categories.

We have used measurements to study the ATM service categories which are already
supported by commercial products (i.e. CBR and VBR). During these measurements, we
could only, due to the limited available equipment, utilize workstation traffic with only a
few workstations. An interesting extension of these measurements would be to study the
behaviour of the newer ATM service categories (e.g. ABR and GFR) in a network with
at least several workstations. Such measurements will be performed during the upcoming
months in the framework of an eight man year collaboration project that we have planned
in late 1997. These measurements will only consider workstation traffic due to the cost
of equipment, but they will study LAN, MAN and WAN environments thanks to the
utilization of a delay emulator. Of course, the final test for the ATM service categories
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will be the deployment in real networks, but such a test is outside the capabilities of a
research project.

Since the GFR service category is not yet supported by available equipment, we had
to rely on simulations to evaluate the performance of TCP with this service category.
Our simulations have proved to be very useful since they have identified several potential
problems with the studied switch implementations. However, these simulations could be
extended in several directions. The first one is to consider more complex networks than
the simple networks we considered in this thesis. This research direction will be followed
by the above mentioned research project. This project is composed of a measurement part
which has been already described and a simulation part. The simulation is comparing
the performance of TCP with several ATM service categories by considering a dozen of
simulation scenarios including simple and complex networks. An important point of this
simulation study is that all the simulations are carried out with the same simulator, the
same simulation scenarios and the same traffic sources for all the ATM service categories.
For the ATM service categories with a minimum guaranteed bandwidth, this research
project considers the VBR, ABR, GFR and ATM Block Transfer (ABT) service categories.
This research project also studies the performance of TCP with the main best-effort service
categories (Unspecified Bit Rate (UBR), ABR and Controlled Transfer (CT)).

Another possible direction to improve the simulations described in this thesis would
be to consider other types of TCP sources. In this thesis, we have only considered file
transfers with relatively long files, which is a reasonable application for high speed ATM
networks. It would be interesting to see how the different ATM service categories perform
with applications such as web browsing. However, such simulations require an accurate
model of the behaviour of a web browser and/or web server attached to a high-speed
ATM network. Although there has been some recent work on the characterization of
this application, it is not clear that the results obtained in a low speed Internet are also
applicable for high-speed ATM networks. For example, the behaviour of a user attached
to a 56 Kbps modem or a shared T1 link could be highly influenced by the speed of his
connection to the Internet.

A third possible direction for further work based on this thesis would be to improve the
flexible scheduler that we proposed in section 8.4. An interesting feature of this scheduler
is that it efficiently supports VCs with and without a guaranteed minimum bandwidth
on a single link. This feature is important to support the GFR service category, but
is also applicable to other service categories such as ABR and VBR. A drawback of
our proposed scheduler is that it maintains two timestamps for each VC and requires
two sorters. Although we have shown how to reduce the complexity of our scheduler,
it would be very useful, from a hardware implementation point of view, to maintain
a single timestamp for each VC. A similar scheduler could also be used to efficiently
support controlled-load [Wro97] together with best-effort flows in an IP router. However,
modifying our flexible scheduler to support variable-length packets instead of fixed-length
ATM cells would significantly increase its implementation complexity.
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Appendix A

Acronyms

AAL ATM Adaptation Layer

ABR Available Bit Rate

ABT ATM Block Transfer

ABT/DT ATM Block Transfer with Delayed Transmission
ABT/IT ATM Block Transfer with Immediate Transmission
ADSL Asymmetrical Digital Subscriber Line

ADTF Allowed Cell Rate Decrease Time Factor

ANSI American National Standards Institute

ARP Address Resolution Protocol

ATM Asynchronous Transfer Mode

ATMARP ATM Address Resolution Protocol

ATMSAP ATM Service Access Point

B-ICI Broadband Inter-Carrier Interface

B-ISDN Broadband Integrated Services Digital Network
BSD Berkeley Software Distribution

BUS Broadcast and Unknown Server

CAC Connection Admission Control

CATYV Community Antenna Television

CBR Constant Bit Rate

CDF Cutoff Decrease Factor
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CDV Cell Delay Variation

CDVT Cell Delay Variation Tolerance

CI Congestion Indication

CL Connectionless

CLP Cell Loss Priority

CLR Cell Loss Ratio

CNET Center National d’Etude des Télécommunications
CO Connection-Oriented

CPCS Common Part Convergence Sublayer
CRC Cyclical Redundancy Check

CS Convergence Sublayer

CT Controlled Transfer

DBR Deterministic Bit Rate

DFBA Differential Fair Buffer Allocation
DGCRA Dynamic Generic Cell Rate Algorithm
DMA Direct Memory Access

DSL Digital Subscriber Line

EFCI Explicit Forward Congestion Indication
EPD Early Packet Discard

EPFL Ecole Polytechnique Fédérale de Lausanne
ER Explicit Rate

FDDI Fiber Distributed Data Interface
F-GCRA Frame-Generic Cell Rate Algorithm
FIFO Firt-In First-Out

FRTT Fixed Round-Trip Time

FTP File Transfer Protocol

GCRA Generic Cell Rate Algorithm

GFC Generic Flow Control
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GFR Guaranteed Frame Rate

HBO High Buffer Occupancy

HEC Header Error Check

HFC Hybrid-Fiber Coax

ICR Initial Cell Rate

IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

ILMI Interim Layer Management Interface

IP Internet Protocol

ISDN Integrated Services Digital Network

ISO International Standardization Organization
ISP Internet Service Provider

ITU-T International Telecommunications Union - Telecommunications sector
LAN Local Area Network

LANE LAN Emulation

LBO Low Buffer Occupancy

LECS LAN Emulation Configuration Server
LES LAN Emulation Server

LIS Logical IP Subnet

LLC Logical Link Control

MAC Medium Access Control

MAN Metropolitan Area Network

MBS Maximum Burst Size

maxCTD Maximum Cell Transfer Delay
MCR Minimum Cell Rate

MFS Maximum Frame Size

MIB Management Information Base

MPEG Motion Pictures Expert Group
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Acronyms

MPLS Multi-Protocol Label Swapping
MPOA Multi-Protocol over ATM
MPS MPOA Server

MSS Maximum Segment Size

MTU Maximum Transmission Unit
NHRP Next Hop Resolution Protocol
NFS Network File System

NI No Increase

N-ISDN Narrowband Integrated Services Digital Network

NNI Network-Network Interface
nrt-VBR non realtime Variable Bit Rate
NSAP Network Service Access Point
OAM Operation and Maintenance

OSI Open Systems Interconnection

PBS Partial Buffer Sharing

PCM Pulse Code Modulation

PCR Peak Cell Rate

PDUs Protocol Data Units

PMD Physical Media Dependent sublayer
P-NNI Private Network-Network Interface
PNO Public Network Operator

PPD Partial Packet Discard

ppCDV Peak-to-peak Cell Delay Variation
PTI Payload Type Indicator

PVC Permanent Virtual Channel connection
QFC Quantum Flow Control

QoS Quality of Service

RDF Rate Decrease Factor
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RED Random Early Detection

RIF Rate Increase Factor

RIO Random Early Detection with In/Out
RM Resource Management

RTT Round-Trip Time

rt-VBR realtime Variable Bit Rate
SAR Segmentation and Reassembly
SACK Selective Acknowledgement
SBR Statistical Bit Rate

SCFQ Self-Clocked Fair Queueing
SCR Sustainable Cell Rate

SDH Synchronous Digital Hierarchy
SDUs Service Data Units

SNAP SubNetwork Access Point

SSCF Service Specific Coordination Function
SSCS Service Specific Convergence Sublayer

SSCOP Service Specific Connection Oriented Protocol

SVC Switched Virtual Channel connection

TAT Theoretical Arrival Time

TBA Token-based Buffer Allocation algorithm

TBE Transient Buffer Exposure
TC Transmission Convergence
TCP Transmission Control Protocol
TDM Time Division Multiplexing
TOS Type of Service

TRM Time between RM cells
TSDU Transport Service Data Unit

UBR Unspecified Bit Rate
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UBRw Weighted Unspecified Bit Rate
UDP User Datagram Protocol

UNI User Network Interface

UPC Usage Parameter Control

UU User to User indication

VBR Variable Bit Rate

VC Virtual Channel

VCC Virtual Channel Connection

VCI Virtual Channel Identification

VD Virtual Destination

VP Virtual Path

VPC Virtual Path Connection

VPI Virtual Path Identification

VPN Virtual Private Network

VS Virtual Source

VS/VD Virtual Source/Virtual Destination
WAN Wide Area Network

WDM Wavelength Division Multiplexing
WFBA Weighted Fair Buffer Allocation
WFQ Weighted Fair Queueing

WRR Weighted Round-Robin

WWW World Wide Web

xDSL Generic name for Digital Subscriber Line technologies (e.g. ADSL, VDSL, ...)
XTP eXpress Transport Protocol

XTPX eXpress Transport Protocol eXtended



Appendix B
The STCP simulator

The simulations described in this thesis were performed with the STCP simulator devel-
oped by Sam Manthorpe at EPFL [Man96]. STCP is a custom event-driven simulator
which has been written to study the behavior of TCP in ATM networks. STCP provides
models of queues, links, leaky buckets, background sources, ...An important feature of
STCP is its speed since STCP was specifically written and tuned to simulate TCP over
ATM. We describe in section B.1 the main components of STCP and briefly discuss our
modifications to STCP in section B.2 Additional details on STCP and its features may
be found in [Man96] and the STCP source code.

B.1 The main components of STCP

The main components of STCP that we used for this thesis are the workstations which
generate TCP traffic, the queues which are used to model ATM switches and the ABR
adapters and switches.

B.1.1 Workstations

The main characteristic of STCP compared with other simulators is that STCP does not
contain a simplified model of TCP which is used for the simulations. Instead, STCP
contains the real 4.4 BSD Lite [WS95] working TCP code. This TCP implementation
supports all the important TCP mechanisms (slow-start and congestion avoidance, fast
retransmit and fast recovery, Nagle algorithm, delayed acknowledgements, large windows
and timestamp options[Ste94], ...). Furthermore, STCP emulates the socket layer, and
thus the interactions between TCP and the application using it are also taken into account.

In STCP, the workstations always appear in pair according to the client-server model.
The source workstation sends a file to the destination workstation. A source workstation
always sends traffic to the same destination workstation. These file transfers are on-off
file transfers. However, it should be noted that the on-off file transfers used by STCP are
different from the used on-off sources. In STCP, the source workstation is idle during the
off period. The transition from the off state to the on state corresponds to the beginning
of the transmission of a file. A key characteristic of STCP is that the duration of the on
period is equal to the time needed to transfer the file. Thus, the duration of the on period



214 The STCP simulator

is a function of the status of the network. The on period will be much longer when the
network is congested than when the network is not congested. The transition from the on
state to the off state corresponds to the end of the file transmission. The characteristics
of these on-off sources are controlled by specifying the mean value of two exponentially
distributed random variables : the duration of the off period and the file length.

B.1.2 Queues

The queues are used to model a FIFO buffer attached to an output link. An interest-
ing feature of the queues used by STCP is that they support several buffer acceptance
algorithms. The original STCP simulator supported three algorithms : tail-drop, PPD
and EPD. However, due to the modular nature of the STCP source code, it is possible to
support other buffer acceptance algorithms by writing a few C functions.

B.1.3 ABR adapters and switches

STCP supports the ABR service category as defined in [For96c|. The ABR adapters are
not included inside the workstations, but are instead attached to independent queues.
In addition to the ABR adapters, STCP also supports the ERICA and ERICA+ switch
algorithms.

B.1.4 Modeling an ATM switch

Throughout this thesis, we have always considered non-blocking ATM switches. An ex-
ample of such switches is the bus-based output-buffered ASX-200 BX switch that we used
for the measurements in chapters 4 and 6. The ASX-200 BX is composed of several ports
which are all attached to a high-speed bus. Each port contains one input queue and one
output queue for each physical link it supports. A good model of the switch would require
one STCP queue for each input queue and one STCP queue for each output queue and a
model of the bus. However, in this switch, very few queueing occurs on the input queues
since the bandwidth on the bus is larger than the sum of the bandwidths of the links
attached to the switch. Thus, most of the queueing occurs in the output queues. For this
reason, we did not include the input queues and the bus in the ATM switches used in our
simulation models.

B.2 Our modifications to STCP

We explain in this section the main functions we added to STCP in order to perform the
simulations described in this thesis.

B.2.1 Modifications to the workstations

We have slightly modified the workstations defined in STCP. We have added several trace
functions which were very useful to understand some of the simulation results. We have
also patched the TCP code in STCP to support the Selective Acknowledgement (SACK)
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option. For this, we have used the NetBSD SACK implementation written by Mahdavi
[Mah96]. This implementation is rather conservative in its handling of retransmissions
and follows the guidelines proposed in [FF96].

B.2.2 Modeling a router

The original STCP simulator only contained queues which could be used to model ATM
switches. We have modified STCP to include a simple model of a router with an ATM
interface. Our model of a router utilizes the VC-merging approach. It is composed of two
queues as shown in figure B.1. Our main goal when developing this model was to avoid
the interleaving of cells from different AAL5-PDUs on the output link of the routers.
STCP only supports ATM cells and modifying STCP to support variable length packets
and ATM cells in the same simulation would have been a major change. For this reason,
we continued to use ATM cells on all the links in our simulation. The reassembly queue
of the router is used to temporarily store the partially received AAL5-PDUs. When the
last cell of one AAL5S-PDU is received in the reassembly buffer, the complete AAL5-PDU
is transmitted in zero time to the output queue. The output queue sends its ATM cells
on the output link of the router. A similar model of a router was also used in [GJF197].

(" M

\

incoming cells reassembly queuel o output queue

e

Figure B.1: Model of a router

Our model of a router has some limitations. The first limitation is that it receives
ATM cells and transmit ATM cells instead of IP packets. This was not a problem for our
simulations with internetwork traffic described in chapters 6 and 7 since in the scenario
we studied the workstations were directly attached to the routers which were attached to
ATM backbones. The second limitation is that it does not verify the CRC of the incoming
AAL5-PDU. Our router could thus transmit corrupted AAL5-PDUs, in contrast with a
real router. This limitation was not a problem for our GFR simulations since the GFR
switches only discard complete AAL5-PDUs. For the VBR.3 simulations with internet-
work traffic, the corrupted AAL5-PDUs were detected by the destination workstations
instead of the destination routers.

B.2.3 F-GCRA

The F-GCRA that we have added to STCP is a straightforward extension of the CBR
leaky buckets which were already supported by STCP. Our F-GCRA is implemented as
a control function which can be attached to any queue as the CBR leaky buckets.
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B.2.4 GFR switch implementations

We have modified STCP to support the three GFR switch implementations studied in
chapters 7 and 8.

Double-EPD

The Double-EPD buffer acceptance algorithm has been implemented as a packet discard
function in STCP. It can be used with any queue. The Double-EPD buffer acceptance
algorithm has been implemented like the EPD buffer acceptance algorithm which was
already supported by STCP.

Per-VC threshold and scheduling

The original STCP simulator did not contain any WFQ-like scheduler. However, STCP
supported priority queues. These priority queues are served with a strict priority scheduler
(queue[0] has a strict priority over queue[l] which has a strict priority over queue[2] ...).
We have reused a part of the code used to implement the priority queues for the per-VC
threshold and scheduling implementation and have replaced the strict priority scheduler
by the Virtual Spacing algorithm. In our model of the per-VC threshold and scheduling
implementation, a MCR and a 7; threshold are associated with each logical queue. Our
model currently only supports the buffer acceptance algorithm defined in [GH96], but the
code is modular and other buffer acceptance algorithms could be easily added.

Cell transmission from GFR buffer:

j=(current_pos+1) mod Wg;
while not( filled(Wg[jl) and C[Wgr[j1] < MBS[Wg[j11 )
{ /* find active VC %/
j=(j+1) mod Wg;
}
CIWgr[j11=C[Wg[jl1l+1; /*incr. counter of found active VCx*/
current_pos=j;

Figure B.2: Counter update algorithm implemented in the simulator

TBA switch implementation

We have modified STCP to support the main features of the Token-based Buffer Allocation
algorithm (TBA) proposed in section 8.3. Our model implements the buffer acceptance
algorithm described in figure 8.16 on page 159 and a simplified counter update algorithm.
Instead of implementing the complete counter update algorithm shown in figure 8.15
on page 156, we have implemented a simpler counter update algorithm [Bon98a|. This
counter update algorithm (figure B.2) relies only on the Wpg register and distributes the
excess tokens in proportion to the MCR of the active VCs. This counter update algorithm
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is equivalent to the complete counter algorithm of figure 8.15 provided that the Wx and
Wy registers have the same size and that the administrative weights are equal to the
MCR of the GFR VCs.



218 The STCP simulator




Appendix C
A brief overview of TCP

In this appendix, we briefly describe the main characteristics of the data transfer mech-
anisms used by the Transmission Control Protocol (TCP) and their evolution since the
first TCP specification [Pos81b]. A more detailed description of TCP may be found in
books such as [Ste94].

This appendix is structured as follows. We first briefly describe the main characteris-
tics of the original TCP specification. We then discuss the five major parts of the TCP
protocol, namely the packet transmission and the acknowledgment strategies, the various
retransmission mechanisms, the methods used to measure the round-trip-time and the
congestion control mechanisms.

C.1 The original TCP specification

The Transmission Control Protocol (TCP) provides a reliable byte-stream service over
the unreliable connectionless IP service. The original TCP specification [Pos81b], which
appeared in the early eighties, is still the reference for the packet! formats (figure C.1),
but most of the mechanisms associated with the actual transmission of data have been
modified since then.

The main fields of the TCP header are the source and destination port numbers, the
flags, the sequence and acknowledgment numbers, the window size and the checksum. The
source and destination port numbers are used together with the source and destination IP
addresses to unambiguously identify a TCP connection. Each TCP connection is identified
by the four-tuple <source IP address, destination IP address, source port, destination
port>. The flags are used during the connection establishment and release phases to
perform the three way handshake. During the data transfer phase, the ACK flag is used
to indicate whether the packet contains a valid acknowledgment number.

TCP relies on a sliding window protocol to provide a reliable byte-stream service. Each
TCP segment is protected by a 16-bits long checksum. Furthermore, each TCP segment
contains a 32-bits long sequence number which corresponds to the sequence number of
the first user byte of the segment. The acknowledgments are also encoded in 32-bits
fields. The main limitation of the original TCP specification was probably the decision

!Tn the Internet community, a TCP packet (or PDU) is called a “segment”. We adopt this terminology
in the remainder of this appendix.
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Ver.|LEN| TOS Total Length*
Identification Fl. | Fragment offset
TTL Protocol* Header Checksum IP header

Source Address*

Destination Address*

Source port Destination port

Sequence Number

Acknowledgement Number
TCP header

Off. |Reserved Flags Window

Checksum Urgent Pointer

! TCP options (if any)

DATA (if any)

Figure C.1: The IP and TCP headers

to encode the window size into a 16 bit field. Due to this choice, the maximum window
size supported by many TCP implementations is limited to 65535 bytes. Such a small
window size is a severe limitation in high-speed networks.

Fortunately, the original TCP specification allowed the TCP header to be extended
with optional fields. In [Pos81b], these options were only used to negotiate the maximum
size of the TCP segments (Maximum Segment Size (MSS)) at connection establishment
time. Although this option can be used to negotiate different MSS values for the two
directions of data transfer, most TCP implementations use the minimum MSS value
announced during the three way handshake for both directions of data transfer.

Another important option is the “window scale factor” option proposed in [JBB92].
With this option, RFC1323-compliant TCP implementations can utilize window sizes
much larger than 65535 bytes. Instead of modifying the TCP header, [JBB92] choose
to require TCP implementations to store the window size internally as a 32-bits number
and to use the “window scale factor” option during connection establishment to negotiate
the scaling factor for the window field of the TCP header. As the 32-bits window cannot
be transmitted in the TCP header, the window field of the TCP header is the used to
transmit the 32-bits window right shifted by the “window scale factor”. The “window
scale factor” can be any number of bits between 0 and 14.

The original TCP specification defined in [Pos81b] has benefited from the experience
of using TCP in the Internet. This operational experience allowed the TCP users and
developers to improve the performance of the protocol in various situations. Since 1981,
a constant flow of improvements and modifications have been proposed for TCP, mainly
for the data transfer phase. While most of these modifications have always maintained
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the backward compatibility with the 1981 TCP specification, it is clear that the TCP
implementations used today have large differences with the early TCP implementations.
Since the TCP header has not changed since 1981, an early TCP implementation would
probably inter-operate with a current TCP implementation, but the performance would
probably be quite low.

C.2 The segment transmission strategies

The original TCP specification did not explicitly specify how and when a TCP segment
should be transmitted. This issue was left at the discretion of the implementors, but after
some operational experience it appeared that some performance problems occurred.

C.2.1 The Nagle algorithm

After some operational experience with TCP, it appeared that some implementations were
sometimes sending one TCP segment for each byte sent by the application. In a LAN,
this behaviour was not a real problem, but in a WAN, this caused a huge overhead as
40 bytes of IP and TCP headers were added to each user byte. A solution to reduce the
overhead due to the transmission of small packets, while still allowing short response times
was proposed in [Nag84]. This algorithm, known as the Nagle algorithm, specifies that a
TCP implementation is only allowed to send a small segment (i.e. a segment shorter than
the negotiated MSS size) when all the previously sent bytes on this connection have been
acknowledged. Otherwise, it shall only send MSS-sized segments. The Nagle algorithm
must be supported by all TCP implementations [Bra89], but there must be a mechanism
to disable it (XWindow, for example, usually disables the Nagle algorithm on the TCP
connection it uses). The Nagle algorithm is usually enabled by default.

C.2.2 The Silly Window Syndrome

The silly window syndrome [Cla82] is a pathological condition that may occur with the
sliding window mechanism used by TCP. When it occurs, small segments are exchanged
instead of full-size segments. It may be caused by either the sending end if it sends small
segments, or by the receiving end if it advertises small windows. To avoid this pathological
condition, TCP uses the following algorithm [Cla82].

e A receiver shall not advertise a window that is not at least equal to the negotiated
MSS, or one half of the total receive window.

e A sender shall not send a segment unless either :

1. The segment is a full-sized segment

2. The segment corresponds to at least 50% of the maximum window size ever
advertised by the receiver on this connection

3. The segment empties the send buffer and there are no unacknowledged bytes

4. The Nagle algorithm is disabled for this connection
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C.3 The acknowledgment strategies

When discussing the TCP acknowledgment strategies, we have to consider the acknowl-
edgments supported in the original TCP specification and the recently proposed selective
acknowledgments.

C.3.1 The delayed acknowledgments

According to the original TCP specification [Pos81b], the ACK field of the TCP header
was used to carry the sequence number of the last byte received in-sequence. However,
this specification did not provide strict guidelines on how and when to send segments
containing only acknowledgments. Several acknowledgment strategies can be used, at
least in theory, with TCP. The simplest one is to send an acknowledgment as soon as a
segment is received. The advantage of this strategy is that this gives a clear view of the
progress of the data transfer to the sender. However, as each acknowledgment requires
some processing on both the sender and the receiver, and also requires some amount of
bandwidth, this may not be the optimal acknowledgment strategy in all environments.

The acknowledgment strategy used by most TCP implementations and required by
[Bra89] was proposed in [Cla82]. This acknowledgment strategy relies on delayed acknowl-
edgments. When a TCP entity receives a data segment, it shall not immediately send
an acknowledgment for this segment. Instead, it shall notice that an acknowledgment is
due, and start its “delayed acknowledgment” timer. An acknowledgment shall be piggy-
backed with a new data segment if such a data segment is sent and the timer shall be
deactivated. If no data segment is sent, an acknowledgment shall be sent if a second data
segment, is received, or upon the expiration of the “delayed acknowledgment” timer. It
is recommended [Bra89] that the “delayed acknowledgment” timer be shorter than 500
milliseconds and most TCP implementations use either 200 or 50 milliseconds [Ste94].
With this delayed acknowledgment strategy, a TCP implementation acknowledges thus
every second segment during a bulk data transfer.

C.3.2 The selective acknowledgments

Although the acknowledgment strategy described in the previous paragraph is still the
only strategy supported by most TCP implementations, it is far from perfect. Relying
exclusively on positive and cumulative acknowledgments is not the best solution from
a performance point of view. A new acknowledgment strategy, based on selective and
positive acknowledgments was recently accepted® by the IETF [MMFR96]. It can be
expected that this new acknowledgment strategy will be supported by the major TCP
implementations.

This new acknowledgment strategy relies on the SACK options which are used as
follows. The utilization of the SACK is negotiated during connection establishment. Each
“SACK” option indicates a received block of data, and contains two 32-bits fields. The
first one is the first sequence number of the block, and the second is the sequence number
that immediately follows the last sequence number of the block. As the TCP header has

2A similar option has already been proposed in [JB88], but it was rejected by the IETF at that time.
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a maximum length of 64 bytes, there may be up to 4 SACK blocks within a single TCP
header. The following rules apply when generating SACK blocks [MMFR96] :

e The first SACK block must correspond to the last received segment, unless this
segment advanced the acknowledgment field in the header

e As many distinct SACK as possible shall be included in the TCP header

e The SACK option should be filled by repeating the most recently reported SACK
blocks. This rule is used to ensure that each SACK block will be repeated at least
three times when the timestamp options (see section C.5) are used.

C.4 The retransmission mechanisms

The retransmission mechanisms used in the TCP implementations have evolved since the
first TCP implementations. Although the first TCP implementations exclusively relied
on one retransmission timer to perform retransmissions, recent implementations support
other retransmission mechanisms.

C.4.1 The default timer-based retransmissions

By imposing positive cumulative acknowledgments, the original TCP specification has also
imposed the GO-BACK-N retransmission strategy with retransmission upon expiration
of the retransmission timeout. This timer-based retransmission mechanism is the default
retransmission mechanism supported by all TCP implementations.

C.4.2 The fast retransmit algorithm

While the default retransmission strategy is sufficient to recover from losses, its perfor-
mance is not optimal. The fast retransmit algorithm [Ste97] tries to avoid some retrans-
mission timeouts by requiring TCP endsystems to generate an acknowledgment when
they receive out-of-sequence segments. When a TCP endsystem receives d (usually 3)
duplicate acknowledgments, it assumes that the requested segment has been lost, and
this segment is retransmitted selectively. This selective retransmission heuristic helps to
avoid costly expirations of the retransmission timeout, but has difficulties when several
segments are lost inside a single window. In some cases, the fast retransmit and recovery
algorithm may have a lower performance than the default (timeout based) retransmission
algorithm [FF96].

Other improved retransmission mechanisms have been proposed in the literature, but
they are not currently used by major TCP implementations. [BOP94] proposed an elegant
heuristic to perform selective retransmissions without requiring the SACK option. [Hoe96]
proposed an improvement to the fast retransmit algorithm which is able to better recover
from multiple packet losses in the same window.
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C.4.3 Retransmissions with the selective acknowledgments

There is currently no recommended retransmission strategy for a SACK-compliant TCP.
In order to deal with reordered segments in an Internet, a common solution will probably
be to retransmit missing segments when at least d (for example 3) SACK blocks have
indicated that these segments were missing. Other solutions are possible.

The SACK-based retransmission mechanism will have to take the congestion control
mechanisms (see below) into account. [MMFR96] recommends that a SACK-based TCP
implementation still use the slow-start, congestion avoidance and fast recovery mech-
anisms. Furthermore, when retransmissions occur, a sender shall limit the number of
segments that are sent in response to each ACK segment to one or two segments. Other
retransmission strategies suitable for a SACK-compliant TCP are discussed in [MM96].

C.5 Estimating round-trip-time

As the main retransmission mechanism in TCP is go-back-n triggered by a retransmission
timer, an accurate evaluation of the round-trip-time (rtt) is important. If the rtt esti-
mation is too conservative (i.e. the estimated rtt is much larger than the actual value),
unnecessary idle times will occur when segments need to be retransmitted. On the other
hand, if the rtt estimation is too optimistic, unnecessary retransmissions will occur.

The original TCP specification [Pos81b] recommended to estimate the round-trip-time
with a weighed average and to set the retransmission timer to twice the estimated rtt.
This rtt estimation was the source of several performance problems [Zha86]. The main
problems were that this rtt estimation did not adapt quickly to changes in the round-trip-
time due to changing network conditions and that it did not consider retransmissions.
These problems were addressed by two distinct improvements.

The first improvement was proposed in [KP87]. To avoid problems when retransmis-
sion occurs, [KP87] specified that the rtt should not be measured on a retransmitted
segment. This is due to the fact that when a TCP sender receives an acknowledgment for
a retransmitted packet, it cannot determine whether the acknowledgment corresponds to
the reception of the original transmission or to the reception of the retransmission. While
the rtt estimates cannot be updated with retransmitted segments, [KP87] requires that a
TCP implementation applies a back-off strategy to the retransmission timer value when
this timer expires, and that the backed-off value be maintained until a valid rtt sample
is obtained. The suggested back-off strategy is to double the value of the retransmission
timeout upon its expiration.

The second improvement was to take into account the variance of the round-trip-time
measurements in the retransmission timeout. An elegant way to perform this estimation
was proposed in [Jac88]. This algorithm is used by most TCP implementations.

In [JBB92] a new TCP option was proposed to improve the estimation of the round-
trip-time. This option may appear in any TCP segment. Before the introduction of this
option, most TCP implementations measured the rtt for a single segment per window.
With large windows, such a low sampling interval may produce incorrect round-trip-
time estimations. The solution proposed in [JBB92] was to include two “timestamps”
(“timestamp value” and “timestamp echo reply” inside each segment with the timestamp
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option. The “timestamp value” is inserted by the TCP entity which sends the segment.
When a TCP entity generates an acknowledgment, it stores in the “timestamp echo
reply” the timestamp received in the earliest segment. When a TCP sender receives an
acknowledgement, it can easily use the “timestamp echo reply” to determine the rtt of
the acknowledged segment. While it could have been possible to measure the rtt more
frequently without using the timestamp options (see for example [BOP94]), the timestamp
options are also useful to protect against wrapped sequence numbers in a network that
may reorder segments.

C.6 The congestion control mechanisms

In the original TCP/IP specifications [Pos81a, Pos81b], the congestion problem was only
briefly considered. When the Internet suffered from periods of congestion collapse in
the late 1980’s, Van Jacobson proposed [Jac88] and implemented a congestion control
mechanism in TCP that relies on segment losses as the sole indication of congestion. This
mechanism is supported by most TCP implementations.

C.6.1 The slow-start and congestion avoidance mechanisms

The congestion control mechanism proposed in [Jac88] is divided in two phases : the slow-
start and the congestion avoidance. These two algorithms adapt the “rate” of transmission
of TCP segments by constraining the instantaneous window size used by the sending TCP
entity. They both rely on two additional state variables per TCP connection: cwnd (the
congestion window) and sstresh (the slow-start threshold). The congestion window
is used to artificially limit the window used by the sender to minimum(cwnd,window
advertised by the receiver). The slow-start threshold is used to switch from the slow-start
phase to the congestion avoidance phase.

retransmission timer
congestion

- expires
windows
Packet lost .
slow-start slow-start congestion
avoidance
- - - o
ssthresh | e -

time

Figure C.2: The slow-start and congestion avoidance mechanisms
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The slow-start mechanism is used when a TCP connection starts or has been idle for
a time larger than the retransmission timeout. Initially, the congestion window is set
to one MSS-sized segment, and the slow-start threshold is set to the maximum window
size of the sender. This allows the sender to send a MSS-sized TCP segment. During
slow-start, each time the sender receives an acknowledgment, it increases the value of its
congestion window by one segment. Thus, TCP effectively doubles its congestion window
after each round-trip-time during slow-start (figure C.2). The slow-start phase ends when
the congestion window reaches the slow-start threshold.

During the congestion avoidance phase, TCP increases its congestion window by one
segment per round-trip-time. As the transmission rate is proportional to the value of
cwnd divided by the rtt, the transmission rate is increased exponentially during slow-start
and linearly during congestion avoidance. When a segment is retransmitted due to the
expiration of the retransmission timeout, TCP assumes that the loss was caused by some
congestion and the slow-start threshold is set to half the current value of the congestion
window and the congestion window is reset to one full-sized segment and TCP performs
slow-start. The slow-start and congestion avoidance mechanisms are summarized in figure
C.2. Other types of congestion control algorithms have been proposed [BOP94, WC91,
WC92, MM96], but they are either not implemented, or only supported by experimental
implementations and thus are not be considered in this thesis.

) fast retransmit
congestion

windows

Packet lost .
slow-start congestion

avoidance
-

B

time

Figure C.3: The fast recovery mechanism

C.6.2 The fast recovery mechanism

The fast recovery algorithm is an extension of the slow-start and congestion avoidance
mechanism. With the original TCP congestion control mechanism, the TCP congestion
window was reset to one segment after each segment loss. As the sender was forced to
perform slow-start after each segment loss, this caused some performance degradations.
The fast recovery algorithm tries to reduce these performance degradations, while still
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preserving the additive increase and multiplicative decrease characteristic of TCP’s con-
gestion control algorithm. This is done by going directly into the congestion avoidance
phase when a segment is retransmitted by the fast retransmit algorithm (i.e. both the
congestion window and the slow-start threshold are set to half the current value of the
congestion window). A detailed description of the interactions between fast retransmit
and fast recovery may be found in [Ste97].
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