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Preamble

In a few years, the Internet has rapidly evolved from a research network serv-
ing a handful of users to a huge interconnection of about 350 million hosts (June
2005 [ISC05]). In this way, the Internet is the largest distributed system ever built.
The Internet is organized in a multitude of administratively independent networks
called domains or Autonomous Systems (AS). For example, an AS can be an In-
ternet Service Provider (ISP), a University campus or a corporate network. At the
time of this writing, there are more than 21,000 ASs in the Internet [Hus06]. Over
this huge infrastructure, there is a growing trend to deploynew applications such
as the transmission of Voice or Video over IP and new servicessuch as Virtual Pri-
vate Networks (VPNs). These new applications and services require better or strict
guarantees of quality while the Internet has been designed to provide a best-effort
service. This evolution puts a lot of pressure on the ISPs forwhom the ability
to offer better than best-effort service or support tight Service Level Agreements
(SLAs) [FE04] is a key differentiating factor.

Network engineers rely on Traffic Engineering (TE) to adapt the configuration
of their network in order to support the evolution of the traffic demand and the
customer SLAs. Traffic Engineering is defined by the IETF TE Working Group
as the process of evaluating and enhancing operational IP networks performance
[ACE+02]. The objectives of Traffic Engineering can be summarizedin avoiding
congestion, providing resilience and supporting Quality of Service (QoS). Most of
the Traffic Engineering complexity comes from hop-by-hop destination-based IP
forwarding, i.e. each router on the path selects the next router to forward the packet
to based on the packet destination only. There is no way to explicitly determine the
path followed by IP datagrams to reach their destination. Moreover, the routing
decisions are taken in a distributed manner by each hop alongthe path. One of the
main difficulties of Traffic Engineering comes thus from routing. Inside a single
domain, routing is done thanks to link-state protocols suchas IS-IS or OSPF. From
the perspective of Traffic Engineering, these protocols have the twofold advantage
of propagating information on the whole topology and optimizing a single global
objective (least-cost-path). Intradomain Traffic Engineering is a well understood
problem and solutions exist [FT00, FRT02].

In contrast, when Traffic Engineering has to be performed over the boundaries
of multiple domains, things are far more difficult. Central to the problem is the
Internet routing system itself. Internet routing is currently built around the Bor-
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der Gateway Protocol (BGP). BGP is a path-vector protocol, that is it propagates
only a limited view of the topology. A BGP router will advertise to its neighbors
a single route per reachable destination. Given the size of the Internet, this has
serious advantages in terms of scalability and stability. Asecond characteristic of
BGP is that each domain is administered independently. For this reason, BGP in
each domain is configured to optimize local objectives. The objectives of one do-
main might be very different from those of another one. Moreover, each domain
is allowed to filter the routes advertised to other domains. This poses serious chal-
lenges for interdomain Traffic Engineering. First, the limited view of the topology
due to the path-vector nature of BGP and due to the local routing policies decrease
the diversity of interdomain paths and subsequently the freedom of an AS to direct
traffic along alternative paths. Second, an AS is not eager tolet other ASs control
the routing in its own network. BGP provides very limited control on the routing
decisions taken by other domains.

The main purpose of this thesis is to study the Internet-scale selection of routes
performed by BGP and the performance of the current BGP-based routing control
techniques that could support interdomain Traffic Engineering. There are four main
contributions in this thesis:

1. Thedesign and implementation of a BGP modeling tool, C-BGP (Chap-
ter 2). Our tool can compute the BGP routes in large-scale network topolo-
gies. This tool has two main applications. It can be used by ISP network op-
erators to better understand their routing. It can also be used by researchers
to study the macroscopic characteristics of Internet routing.

2. A methodology to evaluate routing what-if scenarios in ISP networks
(Chapter 3). Due to the interaction between two types of routing protocols
(link-state and path-vector), predicting the impact on therouting of an ISP
network of topological and configuration changes is a complex task. We
show how C-BGP can handle a large part of this complexity. We apply this
methodology on a real transit network.

3. A large-scale performance evaluation of current BGP-based traffic en-
gineering techniques(Chapter 4). We first survey the existing BGP-based
routing control mechanisms. Then, using C-BGP on an Internet-scale topol-
ogy, we evaluate two of these mechanisms: AS-Path prepending and Re-
distribution Communities. We show that these mechanisms are coarse and
non-deterministic.

4. We proposeVirtual Peerings, a new mechanism to engineer the traffic ex-
changed between two cooperating, but non adjacent ISPs (Chapter 5). This
mechanism is deterministic, scalable and is almost readilydeployable. We
evaluate the utilization of virtual peerings to solve two traffic engineering
objectives: load-balancing and improving end-to-end latency.
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Road map

The thesis is organized in three parts. The first part provides the background re-
quired to understand the thesis. This part can be skipped by readers who are famil-
iar with Internet routing and Traffic Engineering. In the second part, we introduce
the BGP modeling tool we have designed and implemented. We also show how to
apply this tool to model the network of an ISP. The last part surveys BGP-based
traffic engineering mechanisms and presents an evaluation of their performance.
This part also proposes and evaluates a new Traffic Engineering mechanism called
Virtual Peerings. The last part can be read independently from the others since
understanding the internals of the modeling tool is not required to understand the
simulation results.

Part I - Background

In Chapter 1, we provide the background notions required to understand the thesis.
We first give an overview of the organization of the Internet.We explain that the
Internet is composed of domains that provide transit and domains that don’t. The
latter are called stub domains and they represent approximately 85% of the Internet
domains. Secondly, we describe how routing is done between Internet domains. In
particular, we give a detailed description of BGP, the current interdomain routing
protocol. BGP is not based on the optimization of a single metric as in link-state
protocols but on a complex decision process composed of several rules. Then,
we give a brief overview of the Traffic Engineering process. We explain why it
is difficult when performed across the boundaries of multiple domains. Finally,
we describe the practice of multi-homing which is increasingly deployed by stub
domains to improve the performance and robustness of their Internet access. We
indicate that these stub domains have to face the lack of mechanisms provided by
BGP to control their interdomain traffic.

Part II - Modeling BGP Routing

In Chapter 2, we discuss the modeling of BGP routing and the evaluation ofinter-
domain traffic engineering techniques. We show that this evaluation is challenging
for two main reasons. First, the Internet topology is large which makes simulations
computationally expensive. Second, the route selection performed by BGP is com-
plex and modeling cannot rely on shortcuts as used for link-state protocols. We
survey the tools that are traditionally used to study BGP routing and we conclude
that none of them is currently suitable to efficiently study the BGP route selection
in the global Internet. We define a new approach to the problemthat we call a
BGP routing solver. Then, we describe C-BGP, our implementation of such a BGP
routing solver. This tool is used throughout the thesis.

In Chapter 3, we apply C-BGP to modeling a single Internet domain. C-BGP
allows a network operator to build a model of its network and inject configura-
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tion, routing and traffic data for the purpose of investigating what-if scenarios. We
describe the technical issues related to this modeling. Then, we apply our method-
ology to a real ISP network. We evaluate two different what-if scenarios. In the
first one, we investigate the impact of adding or removing peerings on the rout-
ing. In the second scenario, we evaluate the impact of singlelink and single router
failures on the routing. Based on such a study, a network operator can determine
which links should be protected in order to provide a serviceresilient to failures.

Part III - BGP-based Interdomain Traffic Engineering

In the third part of the thesis, we do not limit the modeling toa single domain, but
we extend it to a large interconnection of networks. We applythe modeling tool
to an Internet-like network in order to study the efficiency of current BGP-based
traffic engineering techniques.

In Chapter 4, we describe how traffic engineering is performed today. We
explain that controlling the traffic that leaves an ISP is feasible since only a local
control is needed. In contrast, controlling the traffic coming in the reverse direc-
tion is harder since the routing in distant domains must be influenced. Based on
large-scale simulations of BGP, we show that many routing decisions in the Inter-
net model are taken randomly. In addition, a network in the Internet has a very
limited view of the whole topology. This limits the applicability of traffic engi-
neering techniques such as AS-Path prepending or Redistribution Communities.
We show that these techniques do not provide a predictable, fine-grained control
on the interdomain traffic flows. We conclude that there is thus a need to develop a
new traffic engineering mechanism.

In Chapter 5, we setup the requirements for such a new technique: it must be
predictable, scalable and deployable in today’s Internet.We propose the Virtual
Peerings which are a mean for two cooperating networks to better control the paths
between each other. The Virtual Peerings have the followingadvantages. First,
they provide a deterministic control on the interdomain paths. Second, they can
be deployed in the current Internet since they are transparent to the intermediate
domains. We use Virtual Peerings to solve two different traffic engineering prob-
lems faced by multi-homed stub domains. The first one is balancing the load of the
interdomain traffic received by a stub domain on its access links. We show that a
small number of Virtual Peerings is required to reach the objective of a near-perfect
balance. The second problem that we explore is the utilization of Virtual Peerings
to forward traffic along interdomain paths with a lower latency than the default
BGP routes.

Bibliographic Notes
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Chapter 1

Internet, Routing and Traffic
Engineering

1.1 Introduction

Initially developed as a network that connects a small number of research net-
works, the Internet has become a world-wide data network that is used for mis-
sion critical applications such as Voice over IP (VoIP) or Virtual Private Networks
(VPNs). Supporting such applications across the global Internet implies several
important challenges. The first challenge is thesize of the Internet. The Internet
is a large decentralized network that already connected about 350 million hosts in
June 2005 [ISC05]. Furthermore, these hosts are organized in about 21,000 dis-
tinct domains [Hus06], a domain corresponding roughly to a company, an Internet
Service Provider (ISP) or a campus network. All these domains are interconnected
to form the global Internet. Over this large interconnection of networks, ISPs run
two different families of routing protocols. Intradomain routing protocols are used
within the ISP while an interdomain routing protocol is usedacross the ISP bound-
aries.

The second challenge is the evolution of the Internet in terms of quality of
service requirements. The initial research Internet was designed with a best-
effort service in mind where connectivity was the most important issue. Today,
connectivity is considered to be granted but the architecture initially designed to
provide a best-effort service is used for more demanding applications, and some-
times with Service Level Agreements (SLAs) [FE04]. To meet the requirements
of these applications and/or to ensure the Quality of Service (QoS) required by
SLAs, several ISPs rely on a process called Traffic Engineering (TE) [ACE+02].
Traffic Engineering covers the evaluation and the improvement of the performance
of operational IP networks. However, if performing Traffic Engineering inside a
single AS is a well understood problem, it is far more difficult when performed
across the boundaries of multiple ASs. The main limitation of interdomain Traffic
Engineering comes from the current Internet routing architecture.

3
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This chapter is organized as follows. We first give an overview of the Inter-
net architecture in Section 1.2. Secondly, we introduce howrouting is done in the
Internet in Section 1.3. In particular, we detail in Section1.3.2, the operation of
BGP, the de facto standard interdomain routing protocol. Then, we describe in
Section 1.4 the Traffic Engineering process and what currently limits its perfor-
mance when performed at the interdomain level. Finally, we give in Section 1.5 an
overview of the practice of multi-homing and the problems faced by multi-homed
ASs. We conclude in Section 1.6.

1.2 Internet architecture

The Internet is a network composed of a huge collection of smaller networks, them-
selves containing a myriad of end systems and routers. The end systems are hosts
such as personal computers or servers. They are usually the sources or sinks of
data packets transiting on a network. The routers are the intermediate systems that
intervene in the transport of data from an end system to another. Since the many
networks that form the Internet are operated by a lot of independent institutions,
the Internet is organized intwo levels.

The first level is theintradomain level. A set of routers that is under a single
administrative authority form a domain. A domain can be the network of a com-
pany, an Internet Service Provider (ISP) or a single campus network1. An example
ISP is represented in Fig. 1.1. The routers of a domain are usually interconnected
using multiple Synchronous Optical Networking links (SONET/SDH) and/or Eth-
ernet. We distinguish thecore linksthat interconnect the routers within the domain
and theedge linksthat cross the domain boundaries. Since the edge links connect
to routers lying outside of its network, a domain only manages one side of the edge
links.

Through the edge links, the domain is connected to differentkinds of neighbor
networks. On one side, theaccess linksmainly connect to customer networks. For
example, an access link could connect to a DSLAM2 for DSL users or a university
or corporate campus network. On the other side, thepeering linksconnect to other
domains. For example, peering links could connect to neighboring ISPs. The
routers where edge links are terminated are called the domain’s border routers. The
different geographical locations of border routers and access routers are usually
called the Points of Presence (PoPs) of the domain.

The second level of the Internet is theinterdomain level. It designates the
interconnections between the different domains. In the Internet, a domain is also
called an Autonomous System (AS). Most ASes are uniquely identified by an Au-
tonomous System Number (ASN). Note that all domains need notto have a public
ASN. This is usually the case for small to medium size university or corporate
campus networks that buy connectivity from a single ISP. We show in Fig. 1.2 the

1A campus network is an interconnection of Local Area Networks (LAN)
2Digital Subscriber Line Access Multiplexer
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Figure 1.1: Topology of an ISP network.

sketch of a small imaginary Internet3 composed of 8 different AS domains:Car-
rier&Wireless, Level3, Belnet, Janet, Geant, Google, ISPxandISPy. In addition,
there are 4 customer networks that do not have their own AS:UCL.beandUCL.uk
are campus networks of universities whileapple.comand m$.comare corporate
networks.
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Figure 1.2: Sketch of the Internet architecture.

In the example Internet of Fig. 1.2, not all domains play an equal role. They can
first be distinguished based on their connectivity. In [Hus99, Gao00], Huston and

3The organization of this example Internet is imaginary evenif there are similarities with real
domain names.
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Gao have shown that there are two major types of interconnections between dis-
tinct domains: thecustomer-provider and thepeer-to-peerrelationships. In the
customer-provider relationship, a customer domain purchases connectivity from a
larger domain, called the provider. In this case, the provider agrees to forward the
packets received from the customer to any destination. It also agrees to forward
the packets destined to the customer. In Fig. 1.2, ISPx and ISPy are examples of
customer ASs that buy connectivity from Level3.

On the other hand, the peer-to-peer relationship is used between domains that
agree to share the cost of a private peering link. This private peering link is only
used to exchange traffic between the peers and their own customers. No transit
traffic will flow through the private peering links. Usually,private peerings are
established at public Internet eXchange Points (IXPs). An IXP is a collocation
crafted with networking equipment where ASs that participate can connect to each
other. An example of such situation is the connection between Google and ISPx in
Fig. 1.2. Negotiating the establishment of thosepeer-to-peerrelationships is often
a complicated process since technical and economical factors need to be taken into
account, as exposed in [Bar00].

According to a study performed by Subramanian et al in 2002 [SARK02],
the customer-provider relationship was used for about 95 % of the domains in-
terconnections in the Internet. The classification of interdomain relationships in
customer-provider and peer-to-peer leads to an interesting view of the Internet as a
graph where money is ascending along customer-provider links (Fig. 1.3) [Hus99].

Relying on this classification of interdomain relationships, Subramanian et al
[SARK02] made a first characterization of domains. There arebasically two types
of domain: transit domains andstub domains. Transit domains constitute the
core of the Internet and their purpose is mainly to carry packets from a neighbor
domain to another. In the example of Fig. 1.2, Carrier&Wireless and Level3 are
example of large transit ASs. According to [SARK02], the core corresponds to
about 15 % of the domains in the Internet and can be divided in three different
subtypes (dense, transit andouter coredepending on the connectivity of each do-
main). On the other hand, stub domains are regional ISPs or customer networks
that do not provide transit. Stub domains correspond to 85 % of the Internet and
they maintain only a few customer-provider relationships with domains in the core
and some peer-to-peer relationships with other small domains. In the example of
Fig. 1.2, BelNet, JaNet, Google, ISPx and ISPy are stub ASs.

In addition, domains can also be distinguished based on the type of service
they provide to their customers. This is interesting mostlyfor stub domains. For
instance, a stub domain can be a small regional ISP providingInternet access to
Small/Medium Enterprises (SME) and/or dialup/xDSL/CaTV users. In this case, it
will often receive more traffic than it sends. We call this kind of domain acontent-
consumer. In Fig. 1.2, BelNet and JaNet are examples of such domains since they
only provide Internet connectivity to universities campusnetworks. In contrast,
a stub domain that hosts video streaming servers or the web servers of a large
company will often have more outgoing traffic than incoming traffic. This kind of
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Figure 1.3: Internet business relationships.

domain is called acontent-provider. An example of such domain in Fig. 1.2 is
Google who hosts a farm of servers containing a lot of information accessed from
everywhere in the Internet.

1.3 Routing in the Internet

To be uniquely identified in the Internet, each end system androuter receives one
or more Internet Protocol (IP) addresses. In the current version of the IP protocol
(IPv4), anIP address is a 32-bits integer number. It is usually represented in the
dotted formatA.B.C.D. An example of IP address is66.249.93.99. Each AS in
the Internet is often being allocated blocks of contiguous IP addresses that they can
use for their own network or delegate to their customers. Throughout this thesis,
we will refer to such a block as anetwork prefix . A network prefix represents
the set of IP addresses that start with the same first bits. Forexample, the IP
address66.249.93.99 belongs to the network prefix66.249.64.0/19 since its 19
most significant bits are equal to those of the prefix. In this case, we say that the
IP address66.249.93.99 matches the prefix66.249.64.0/19. Network prefixes are
also sometimes referred to as subnets.

The physical topology of the Internet defines the feasible paths that can be used
to cross the network. The role of routing consists in determining for a given Internet
device the path to be used to reach a destination IP address. In order to determine
these paths, all the routers in the Internet usually exchange information about the
network topology. These exchanges are supported by arouting protocol . In the
Internet, routing is handled by two distinct protocols withdifferent objectives. An
intradomain routing protocol is used inside each domain anda single interdomain
routing protocol is used between domains.

There are three main reasons for this schism. The first one is the need for
scalability. An intradomain routing protocol usually has avery detailed knowledge
of the whole domain topology. It handles routes towards any destination within
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the domain. To the contrary, an interdomain routing protocol has a limited view
of the Internet topology, restricted to the interconnection between domains. An
interdomain routing protocol also handles routes towards large aggregates of IP
addresses. This avoids having to handle routes towards any destination. The second
reason for having two distinct routing protocols is the Independence of domains.
Each domain is allowed to setup its intradomain routing in anindependent manner.
Each domain is also allowed to perform policy routing. For example, a domain can
refuse to serve as a transit domain for another domain.

1.3.1 Intradomain routing

Inside its network, an AS runs an Interior Gateway Protocol (IGP) such as OSPF
[Moy98] or IS-IS [Ora90] in order to compute the interior paths from any AS’s
router towards the AS’s other routers and prefixes. The IGP istypically alink-state
protocol, that is it floods information about the state of the adjacencies between
all routers in the whole AS. The objective of the intradomainrouting is to find the
shortest paths according to a selected metric assigned by the network administrator.
ISPs usually use a metric that is proportional to the propagation delay along the
path or to the bandwidth. Many network operators use the Cisco default metric,
which is one over the bandwidth [HP00]. Some large ASs use a hierarchical IGP,
where the AS is divided into different areas. Inside an area,all the adjacency
information is flooded. Between areas, only aggregated information is exchanged.

In addition to the IGP, an AS sometimes uses static routing. Static routes are
often used on the edge links since routers on both side of these links are not op-
erated by the same authority. Static routes are also used to setup access to small
customers that do not have their own AS.

1.3.2 Interdomain routing

In order to learn routes towards destination located outside their own domain, the
routers run the Border Gateway Protocol (BGP) [RL04, Ste99,HP00]. BGP is the
de facto standard routing protocol for the selection of the interdomain paths. The
rationale behind the design of BGP was to providereachability among domains
and the ability for any domain to enforce its ownrouting policies, i.e. control-
ling what traffic enters and leaves the domain, and where. To the contrary of the
intradomain routing protocol, BGP does not optimize a single global metric but
relies on adecision processcomposed of a sequence of rules.

BGP is apath-vector protocol that works by sending route advertisements.
BGP routers exchange routing information by means of BGP sessions. Each BGP
session is established between a pair of routers over a TCP connection. Exter-
nal BGP (eBGP) sessions are established over the edge links while internal BGP
(iBGP) sessions are established between the routers of the AS. There is a full-mesh
(a clique) of iBGP sessions between the routers of the AS. We show in Fig. 1.4 the
BGP sessions running over the topology of Fig. 1.2. In some ASs, the number
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of iBGP sessions can be quite large. Indeed, there is on the order of n2 iBGP
sessions in an AS ofn routers. For this reason, the ASs sometimes deploy route-
reflectors [BCC00] in their network. Route-reflectors are special BGP routers that
make possible an hierarchy of iBGP sessions, therefore reducing the number of
iBGP sessions. It is also possible to reduce the number of iBGP sessions by using
BGP Confederations [HP00].
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(AS3356)

(AS3357)

(AS3358)

eBGP session
iBGP session

Figure 1.4: Internal and external BGP sessions.

A route advertisement indicates the reachability of a network. A route adver-
tisement contains the prefix of the destination network as well as the complete
interdomain path that the route follows. The interdomain path is the list of all the
ASs that must be crossed in order to reach the AS of the destination. This list is
called theAS-Path of the route. The AS-Path is used to avoid interdomain level
routing loops4. In addition to the AS-Path, a route contains anext-hop attribute.
The next-hop of the route is the IP address of the router to which packets must
be sent in order to reach the destination network. The route also contains several
additional attributes.

A router sends a route advertisement for a network if this network belongs to
the same AS as the advertising router or if this network is reachable from the router
through a neighboring AS. An important point to note about BGP is that if a BGP
router A in ASx sends to a BGP routerB in ASy a route advertisement for a
networkN , this implies thatASx accepts to forward the IP packets to destination
N on behalf ofASy.

To better understand the operation of BGP, it is useful to consider a simplified
view of a BGP router as shown in Fig. 1.5. The router is composed of 4 main
components. First, routeinput and output filters can be configured for each BGP
session. The role of a route filter is to deny the routes received or sent by the
router or to manipulate their attributes. An example filter would be to only accept
the routes with an AS-Path containing a set of trusted ASs. The route filters are

4When it receives a route, a router checks that the AS-Path of the route does not contain its own
ASN. If this is the case, the route is dropped
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configured by the network operator. The second component of aBGP router is
theBGP routing table. This routing table contains all the routes received by the
router and accepted by the input filters. The attributes of the routes stored in the
routing table may have been updated by the input filters. The third component of a
BGP router is itsdecision process. It is responsible for selecting among the routes
stored in the routing table a single best route for each destination prefix. When a
route is selected as best, it is installed in theforwarding table and it is sent to the
neighboring routers. The forwarding table is the fourth component of the router.
Each time a packet is received, this table is looked up and it indicates the outgoing
interface that must be used to forward the packet to the destination.

Neighbor 1 Neighbor 1

Neighbor 2 Neighbor 2

Neighbor N Neighbor N

......

Forwarding table

BGP routing table

Decision Process

1. Prefer highest Local-Pref
2. Prefer shortest AS-Path
3. Prefer lowest Origin
4. Prefer lowest MED
5. Prefer eBGP over iBGP
6. Prefer nearest next-hop
7. Prefer lowest router-ID

Input filters

Attribute
 manipulation

Input filters

Attribute
 manipulation

Ouput filters

Attribute
 manipulation

Ouput filters

Attribute
 manipulation

Ouput filters

Attribute
 manipulation

Input filters

Attribute
 manipulation

BGP sessions BGP sessions

Figure 1.5: Sketch of a BGP router.

Through its BGP sessions, each router receives BGP routes towards destination
prefixes. Since there might be multiple routes towards the same destination prefix,
a choice must be made. Each router uses itsdecision processon a per-prefix basis
to select the routes it will use. The BGP decision process is asequence of rules
applied to a set of routes towards the same destination prefixto select a single
route called thebest routetowards this prefix. Basically, the BGP decision process
ranks the routes according to their attributes. Each rule ofthe decision process
keeps the routes that it prefers. The surviving routes are then submitted to the next
rule, until a single route remains. A summary of the BGP decision process is shown
in Fig. 1.5.

The BGP decision process considers several of the BGP route’s attributes. The
first attribute is the Local-Pref which corresponds to a local ranking of the route.
It is usually attached to the route upon reception by a borderrouter and it is never
propagated outside the AS. The decision process prefers theroutes having thehigh-
est value of the Local-Prefattribute. The second attribute is the AS-Path. The
AS-Path contains the sequence of ASs that the route crossed to reach the local AS.
In the decision process, the AS-Path is used as a distance metric in AS hops. The
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decision process prefers the routes with theshortest AS-Path. The third attribute
is the Multi-Exit-Discriminator (in short, the MED). This attribute is used to rank
routes received from the same neighboring AS. Usually, the MED attribute is set
by the neighbor AS to indicate the preferred peering link to use (based on the IGP
cost in the neighboring AS for instance). The decision process prefers the routes
with thesmallest value of the MED.

If there are still more than a single route at this step, the decision process will
consider the BGP next-hop attribute of the route. The BGP next-hop is often called
the egressof the route, i.e. the exit point of the AS. Note that the BGP next-hop
may be different from the immediate IP next-hop. When a BGP router receives
a route, it first checks that the next-hop is reachable beforeconsidering it in the
decision process. The decision process uses the IGP cost of the intradomain path
towards the next-hop to rank the routes. It prefers the routes with thesmallest IGP
distance to the next-hop. This rule implements hot-potato routing [TSGR04]. Its
aim is to hand over packets to a neighboring AS as quickly as possible in order
to consume as few network resources as possible in the local AS. In addition, it
automatically adapts routing to topology changes that affect the IGP distance to the
egress points inside the AS. This step within the BGP decision process is where the
IGP and BGP protocols interact.

Finally, if there are multiple routes remaining, the decision process will break
the ties by preferring the route announced by the neighbor router that has the low-
est router-ID. The router-ID is the highest IP address of therouter. Another tie-
breaking rule that is sometimes deployed in BGP routers consists in preferring the
older route [CS05].

1.4 Traffic Engineering

In order to evaluate and enhance the performance of their network, operators rely
on Traffic Engineering (TE) [ACE+02]. This section first briefly describes the
concepts of Traffic Engineering. Then the section discusseswhy performing Traffic
Engineering across the boundaries of multiple domains is sodifficult.

To understand Traffic Engineering, it is interesting to havea look at the life-
cycle of an operational IP network (see Fig. 1.6). Typically, an operational IP net-
work has been designed and deployed at some point in order to satisfy predefined
network communications objectives. For instance, the network must interconnect
a given number of end-sites and the traffic demand between these sites has been
forecasted. Throughnetwork designandcapacity planning [Cah98, Gro04], the
initial network infrastructure has been laid out. That means that a certain amount of
networking devices and links have been deployed. This infrastructure has a limited
capacity which is often higher than the forecasted traffic demand. It is a common
practice toover-provision the network by a factor of 50 or 100% ([Tel02]) so as to
accomodate future traffic demand growth.

Anyway, during the network lifecycle, the traffic demand will eventually grow
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Figure 1.6: Network lifecycle.

to a point where the maximal capacity of the network is almostreached. This in-
creases the risk of congestion and prevents any traffic growth. In this case, the
network engineers need tore-provision the network. This is done by upgrading
the networking equipment, by changing the underlying technologies and/or by de-
ploying new links.

Traffic Engineering typically comes into play to bridge the gap between two re-
provisioning phases. It is therefore an every day network engineering process that
aims at evaluating and enhancing operational IP networks performance [ACE+02].
The main objectives of traffic engineering can be summarizedas (1) shifting traffic
away from congested links, (2) better spreading the traffic load over the network
resources in order to increase the amount of traffic that can be carried by the net-
work,(3) quickly reacting to failures or errors by directing traffic away from the
faulty networking resources and (4) efficiently supportingQuality of Service (QoS)
requirements. The goal of the two first objectives is to avoidto re-provision the net-
work every time the traffic demand changes. The third objective aims at providing
more resilient IP networks. Finally, the fourth objective is to meet the requirements
of the Service Level Agreements (SLA) contracted with the customers.

The Traffic Engineering process can be seen as aclosed-loop iterative opti-
mization processwhich takes as input the current operational state of the network,
including the traffic matrix. The operational state of the network is continually de-
termined by measuring the network performance. The typicaloutput of the traffic
engineering process is an adjustement of the network parameters, i.e. an on-line
re-configuration of network equipment. The Traffic Engineering process can also
be performedoff-line. In this case, its output is a proposal of parameters adjust-
ments and it is up to the network engineers to implement theseadjustments in the
network.

Traffic Engineering in general is a difficult process. The main reason for this
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is the manner in which datagrams are forwarded in IP networks. Datagrams are
forwarded hop-by-hop based on the destination address only. There is no means
in pure IP networks to explicitly determine the entire path the datagrams traverse.
In addition, routing in IP networks is performed in a distributed manner. Inside a
single domain, routing is performed using a link-state protocol. This means that
all the routers in the domain share a unique view of the topology5. Moreover, link-
state protocols such as OSPF or IS-IS optimize a single global objective (least-cost-
path). From the Traffic Engineering perspective, knowing the whole topology and
dealing with a single optimization objective is a neat advantage. For this reason, the
problem of intradomain Traffic Engineering can be considered as well understood.
Techniques for performing Traffic Engineering inside a single IP network have
been widely discussed in the networking litterature (see [FT00, FRT02] and the
references therein for example).

Contrasting with that, performing Traffic Engineering accross the boundaries
of a single network is a much more difficult task. Most of the difficulties of interdo-
main Traffic Engineering are due to the current Internet infrastructure. A first issue
comes from the utilization of a path-vector protocol. To theopposite of link-state
protocols, path-vector protocols do not propagate the complete Internet topology
across domain boundaries. BGP routers only redistribute a single route towards
a destination. Thelack of visibility on the whole topology reduces the number
of alternative paths that can be exploited to reach a remote destination [dLQB06].
A second issue comes from the administrative independance of Internet domains.
Each domain configures its routing to optimizelocal objectives. For this reason,
each domain is allowed to enforce local routing policies. The routing policies of
one domain may not be compatible with those of other domains.In order to per-
form interdomain Traffic Engineering it is often required toinfluence the routing
choices performed in distant domains, but these domains will often not allow such
control.

To perform Interdomain Traffic Engineering, there is an important need for the
control of Internet routing. However, BGP has been designedto provide reachabil-
ity, not to allow to control routing decisions. A handful of BGP-based techniques
are currently used by IP network operators to control their interdomain routing
[QUP+03]. These techniques rely on tweaking the attributes of theBGP routes
they receive and send. However, the performance of these techniques is still lim-
ited and they need to be applied in a trial and error manner [ACE+02]. We show
an evaluation of these techniques in Chapter 4.

1.5 Multi-homing

Today, a common method used by stub domains to engineer theirinterdomain
traffic consists in buying their Internet connectivity fromat least two providers
[ACK03]. This increasingly used practice is called multi-homing. According

5This is not the case when multiple areas are configured in a single domain.
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to Subramanian et al [SARK02], a large fraction of the stub domains are multi-
homed. Among the 16,921 different domains seen in their analysis, 13,872 (82%)
were stub domains. Among these stub domains, 8453 (61%) haveat least 2 differ-
ent providers. We show in Fig. 1.7 a breakdown of the stub domains in function of
the number of their providers. We observe that the majority of multi-homed stubs
are dual-homed. Stub domains that have more than 2 providersare also frequent.
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Figure 1.7: Breakdown of stub ASs by the number of their providers.

The reasons for stub AS to become multi-homed are various [ALD+05]. The
first reason is to improve therobustnessof their Internet access. In this case, a
second (backup) access to the Internet is bought from an additional provider. This
link is used in case of failure of the primary link. The secondreason to become
multi-homed is to improve the Internet accessperformance. Increasing the num-
ber of access links potentially increases the access bandwidth. In addition, an im-
provement of the access performance is also possible by buying connectivity from
a provider that is closer to the domains with which critical services are running
or with which a lot of traffic is exchanged. A third reason for ASes to become
multi-homed is forbusinessreasons. Buying connectivity from multiple providers
introduces competitivity among them. Finally, some stub ASes haveno choicebut
to connect through two providers in order to get full Internet connectivity.

Unfortunately, BGP has not been designed to efficiently accommodate such
configurations. As a consequence, when a stub AS has become multi-homed, it
has often to face new issues. The first problem is theimbalance of the inter-
domain traffic on the different access providers. It is frequent for a dual-homed
stub domain to exchange a large fraction of its traffic over one access link and a
very small fraction on the other link. This imbalance is due to the routing choices
made by BGP both in the local and remote routers. Another problem faced by
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multi-homed stub domains is the management of thecost of their Internet con-
nectivity. A common way to bill for the Internet traffic exchanged over an access
links is to rely on the maximum volume of traffic exchanged in either direction.
This can be unfavorable if for instance a stub domain sends the majority of its traf-
fic through one link and receives the majority of its traffic through the other link.
Finally, a stub domain might want to control how its traffic enters and leaves its net-
work for policy reasons. When a stub domain is connected to multiple providers
offering different qualities of services, it has to select which one is best suited
to reach a particular destination or for a particular service level. For example, it
might want to send premium traffic through an high quality provider and best-effort
traffic through a lower quality provider.

To better control the flow of their interdomain traffic, ISP often rely on BGP-
based traffic engineering. However, BGP has not been designed with traffic engi-
neering in mind. Today, the only solution is to tune the configuration of the BGP
routing protocol. This tuning is often done on a trial-and-error basis and suffers
from limitations.

1.6 Conclusion

In this chapter, we presented the context of the thesis. We first described the orga-
nization of the Internet in two levels. We explained that theInternet is composed
of a large interconnection of independent domains. These domains do not play
an equal role in the Internet. Some of them provide a transit service while others
don’t. The former are the transit domains and they representapproximately 15% of
the Internet domains. The large majority of the Internet is thus composed of stub
domains that do not provide transit.

Then, we explained that routing in each level of the Internetis performed by
a different routing protocol. Inside a single domain, all the routers usually know
the whole topology. In contrast, BGP, the routing protocol used across the domain
boundaries, only carries alimited view of the Internet topology. This view can
be further limited by the routing policies enforced by each domain. In addition,
the route selection performed by BGP does not rely on the optimization of a single
metric as in intradomain routing protocols. To the contrary, BGP relies on a com-
plex decision process composed of several rules. This decision process is often
configured to optimize local objectives.

The organization of the current Internet infrastructure intwo levels has an im-
pact on the efficiency of interdomain Traffic Engineering. The limited view of the
Internet topology provided by BGP reduces the availabilityof diverse interdomain
paths and subsequently the freedom of using alternative paths for Traffic Engi-
neering purposes. Moreover, BGP lacks the routing control mechanisms that are
needed to perform efficient interdomain Traffic Engineering. A typical example of
the lack of routing control provided by BGP is exhibited in the case of multi-homed
stubs. These stubs buy connectivity from multiple providers to improve the robust-
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ness and the performance of their Internet access. However,they face difficulties
to fully exploit their improved connectivity.

This thesis tackles the problem of BGP-based routing control as a means to
perform interdomain Traffic Engineering. Our first step is tobetter understand the
large-scale selection of interdomain routes by BGP. For this purpose, we build a
modeling tool for BGP routing. This tool and its applications are described in
Part II. In Part III, we apply this modeling tool to the evaluation of current BGP-
based routing control mechanisms.



Part II

Modeling BGP Routing
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Chapter 2

A Routing Solver for Large Scale
Topologies

2.1 Introduction

In this chapter, we describe the model and the tool that we usethroughout the whole
thesis to simulate the interdomain routing system. Such a tool is needed to better
understand the current Internet infrastructure and its routing protocol, BGP. On
one side, understanding BGP is required for network operators that want to better
manage their network and prepare it to support new Internet-based services. On
the other side, a good understanding of BGP is also required for researchers that
want to characterize the behavior of BGP in the global Internet. The motivation
behind the development of this tool is to make possible “playing” with BGP for the
purpose of evaluating the existing Internet infrastructure as well as to design the
future traffic engineering mechanisms. The tool focuses on the selection of routes
by BGP, not on a model of the convergence of BGP.

Reproducing the behavior of BGP is a challenging problem. Inthis chapter, we
will explain why this is a difficult task. The Internet is composed of an intercon-
nection of hundreds of thousands of routers running BGP. Since the real Internet
now supports critical applications, it is not possible to run large experiments or to
deploy modified versions of BGP on the production routers. Due to the number
of routers in the Internet, it is also not possible to reproduce the behavior of such
a large network on genuine routers in a lab. A natural first step is thus to turn
to simulations [FP01]. However, building an efficient simulation model of BGP
is a difficult task since it poses serious scalability constraints. In this chapter, we
describe the hypothesis we take and their impact on the efficiency of the simulator.

The chapter is structured as follows. We first survey the state-of-the-art in
modeling BGP in Section 2.2. We describe the different approaches and tools
available today and we indicate why they are not suitable to perform large-scale
simulations of BGP. Then, in Section 2.3, we define the requirements that a BGP
model must satisfy in order to be successfully used for Internet-wide simulations.

19
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In Section 2.4, we present C-BGP, a BGP routing solver and thehypothesis that
allow us to build a suitable BGP model. In the same section, wedescribe the
main components of C-BGP and its implementation. We define the BGP routing
model implemented in C-BGP in Section 2.5. We subsequently validate the tool,
discuss its convergence properties and evaluate its performance. We conclude in
Section 2.6.

2.2 Modeling BGP

Reproducing the behavior of BGP in a large topology with thousands of routers
poses serious scalability constraints. Indeed, the BGP decision process is complex
by nature because of its rules which define different sometimes contradictory or-
derings on the routes. Another difficulty comes from the distributed nature of BGP.
The BGP decisions are taken in a distributed manner by the BGProuters, without
explicit concertation. Though, a single local decision canaffect the information
available to all the other routers. There is therefore no easy shortcut in simulating
BGP as it is the case for a link state protocol like OSPF where an enhanced Dijkstra
algorithm can be used as a satisfactory model. The most efficient and straightfor-
ward method to simulate BGP is to build a realistic implementation of the decision
and filtering processes and simulate the propagation of messages.

2.2.1 Daemons

A first natural way to experiment with BGP is to run open-source BGP daemons in
a testbed. There are several open-source implementations of BGP daemons avail-
able today. Zebra [Ish96] is probably the most famous one andalso the most mature
implementation. Zebra supports a lot of different intra- and interdomain routing
protocols: RIP, OSPF and BGP. Quagga [Qua03] is a recent forkof Zebra that
seems to be more actively maintained. Finally, BIRD [FMMF05] and OpenBGPD
[BJ05] are younger yet promising implementations of routing daemons support-
ing BGP. BIRD runs under Linux while OpenBGPD has been developed for the
OpenBSD platform.

It is possible to run several instances of these BGP daemons on a single work-
station, using emulation environments such as User Mode Linux [Dik], VNUML
[GF04, FdMG04] or Netkit [BPP+]. Another approach implemented by [MPDZ,
Zec03] consists in virtualizing the networking stack instead of running different
instances of OS kernels.

Using such daemons provides accurate models of BGP. There are however two
important limitations to this approach. First, these routing daemons require a huge
amount of computational resources if used to study large networks. The reason
is that they keep too much state about the network. For instance, routing tables
are maintained in each router instance. Another issue of this approach is that the
modeling is done in real-time. Indeed, the timers used in theBGP daemons will
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run as if they were used in a production network.

2.2.2 Packet-level simulators

Another approach to studying the BGP protocol is to turn to simulation. Network
protocol simulation is often done with packet-level simulators. Such simulators
can be used to model a large set of different network protocols such as TCP, rout-
ing protocols or multicast protocols over different types of communication media.
The modeling is done at a fairly detailed level since they usually model the pack-
ets on the physical transmission lines of the network. The most famous network
simulators are ns-2 [MRG], SSFNet [CNO99] and J-Sim [Tya02].

The heart of packet-level simulators is a discrete-event scheduler which mod-
els the time-line of events that occur in the simulated network. Examples of such
events are the reception of a packet by a router or the expiration of a timer used
in a protocol such as TCP. The advantage of discrete-event simulators is that they
can skip portions of time where there is no event, going straight to the next event
to process. Discrete-event schedulers maintain the simulator events in a priority
queue. The priority usually represents the time when the event will occur. Priority
queues used to require an high computational complexity forthe insertion of el-
ements, usually on the order of log(n) [Knu00]. Recent discrete-event schedulers
use calendar queues in order to gain in efficiency. Calendar queues follow the same
principle as the human desk calendars. They group small setsof events into a single
page usually corresponding to a day or a week. The same page (day) can be used
for multiple years without causing confusion. The events are labeled with the year
they correspond to. The time to insert a new event is composedof the time to find
the page and the time to insert into the page. The time to find the page is constant
and depends on the number of days per year. The page insertiontime depends on
the number of events already in the page. The idea behind calendar queues is to
keep the number of events per page small in order to keep the insertion time low.
Modern calendar queues are able to adjust this parameter automatically [Bro88].

Packet-level simulators are usually packaged with a handful of network mod-
els. The TCP protocol for instance is supported in all of them. The main advantage
of using a model of BGP in a packet-level simulator such as SSFNet, J-Sim or ns-
2 is the possibility to use the other protocol models packaged with the simulator.
It is therefore possible to simulate applications using interdomain paths computed
by the BGP model. Support for the BGP protocol is more recent and still highly
experimental in some simulators.

The first BGP model available in a packet-level simulator, and also the most
popular, came with SSFNet [Pre01, Pre02]. This model of BGP was developed
from scratch and is fairly accurate. It has been used to perform a large number
of published BGP experimentations [GP01, MGVK02, PAMZ04].SSFNet’s BGP
model relies on the model of the TCP protocol coming with SSFNet to implement
the BGP sessions. It models the BGP Finite State Machine and the various BGP
protocol timers such as the Minimum Route Advertisement Interval (MRAI). There
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are however some limitations in this BGP model. First, the BGP decision process
does not take into account the IGP cost to reach the next-hopswhen it compares
two routes. This prevents performing simulations of the interaction between BGP
and an IGP. Second, the length of the Cluster-ID-List is not taken into account
in the decision process. Realistic simulations with complex iBGP hierarchies are
therefore not possible. Third, the BGP policies that are supported by SSFNet are
quite limited. Among those limitations are the inability toset the Communities
attribute (which is useful for traffic engineering purposes[BQ03]) and the inability
to combine predicates with another boolean operator than AND.

The J-Sim support for BGP [Quo03a] is an adaptation of the SSFNet imple-
mentation. It has an improved support for BGP policies allowing the manipulation
of the Communities attribute. In addition, its decision process was modified in or-
der to take into account during the decision process the IGP cost to reach the BGP
next-hops of routes. This implementation has been used to perform large-scale
studies of traffic engineering [BTP+03] and QoS routing [YFMB+04].

Developed in parallel to our own work, the BGP support provided with ns-2,
called BGP++ [DR04] is more original since it relies on the adaptation of Ze-
bra [Ish96]. BGP++ is probably the most detailed implementation of BGP in
a packet-level simulator. It allows to build complex routing scenarios including
route-reflectors or confederations. This simulator has notyet been widely used.
Another recent BGP implementation for SSFNet has been presented by Hao and
Koppol in [HK03]. According to the paper describing this simulator, it tackles the
scalability problem of BGP simulation. Nevertheless, the simulator is not publicly
available and it is incompletely described.

The main issue with models of BGP in packet-level simulatorsis the memory
consumption. When used to study large network topologies, they require a huge
amount of memory, mainly to store the BGP routing tables. They currently lack
techniques to efficiently store routing tables and to aggregate the redundant routes.
For example, in SSFNet and J-Sim models, the BGP routing tables (Loc-RIB, Adj-
RIB-in and Adj-RIB-out) are based on non-compressed tries (radix-trees) while
more efficient techniques such as Patricia trees [Mor68] or level-compressed tries
[NK99] have been described in the literature [Var05]. On theside of ns-2, BGP++
inherits the efficient route storage capabilities from Zebra. However, it does not
take advantage of routing information that could be shared between the router in-
stances. This would lead to reduced memory consumption1.

A second issue with packet-level simulators is that they aretoo detailed for our
purpose. A packet-level simulator will usually reproduce the finite state machines
of all the protocols. In the case of a BGP simulation for example, many different
protocols are involved. For example, multiple TCP connections support the BGP
sessions. TCP stacks must therefore be modeled which includes all the TCP timers.

1Scalability improvements have been brought recently to theBGP++ implementation [DR06]. It
was however not available at the time we performed our evaluations of BGP-based traffic engineer-
ing.
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A model of an IGP might also be needed to compute the routes between the BGP
routers. In a packet-level simulator, such a model will reproduce the flooding of
LSPs in each IGP domain. Such a level of details allow to studythe dynamics of
routing protocols, but it does not scale when only the outcome of the BGP decision
process is required. Too much details add burden on the simulations completion
time.

2.2.3 Emulation

In [FWR04], Feamster et al have proposed another approach: aBGP emulator that
computes the outcome of the BGP route selection process for each router in a single
AS. This tool was developed for the purpose of evaluating thetraffic engineering
actions performed in a single AS. The aim of the BGP emulator is to compute
the routes selected by each router in the AS given only the configurations of the
routers as well as the external routes learned by the AS whileconsidering each
AS’s available routes only once. In order to do this, the tooldoes not model the
flow of BGP routes inside the AS. Hence it does not reproduce the route filtering
process occurring within an AS.

In addition, this BGP emulator [FWR04] is targeted at studying a single AS.
Its main purpose is to serve as an inner-loop of a tool that would help ISP operators
to understand how BGP works in their domain, by playing with the routers con-
figurations and observing how the outcome of the BGP decisionprocess would be
affected. It is therefore also stuck to studying what-if scenarios that will affect the
outbound traffic. Indeed, to take the inbound traffic into account, the model must
be enriched with at least the neighbors of the domain under study, if not the whole
Internet.

Finally, due to the assumptions taken by the model proposed in [FWR04], it
has been designed to study the current BGP protocol. Taking into account new
extensions to the BGP protocol that would affect the route selection or the filtering
processes would need to re-design the inner algorithm.

2.3 Modeling requirements

From the previous section, we can conclude that today, thereis no model of BGP
that together contains the complete decision process, versatile route filtering fea-
tures, and that can efficiently support large-scale topologies. In addition, some
models are limited to the simulation of single domains or arenot publicly avail-
able. In this section, we describe which features are required by a BGP model
suitable to perform large-scale evaluation of interdomaintraffic engineering. We
call this model aBGP routing solver.

The purpose of a BGP routing solver is to accurately and deterministically
compute the paths that routers will select given the configuration of the network
without reproducing all the details of the protocol dynamics. That is, we are inter-
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ested by the outcome of the BGP decision process but not by thetransient states of
the protocol convergence.

In addition to the computation of routes, we want that a BGP routing solver
meet the following requirements:

• Accurate model of the decision process. The BGP decision process in our
model must be as accurate as possible, taking into account all the possible
BGP attributes associated with the routes. For this purpose, each step of
the decision process must be modeled. In addition, techniques deployed to
improve the scalability of the BGP protocol such as route-reflectors have to
be modeled as well.

• Accurate model of the filtering process. It must be possible to model the
policies enforced by ISP operators. For instance, the BGP routing solver
must support the business relationships implemented between the different
ASs. These policies are a key feature of BGP which are enforced through the
use of route filters. The routing model must therefore allow the definition of
complex route filters. Today’s BGP implementations allow many different
filters to be applied to routes. Our BGP model must support therelevant
filters, e.g. those that deny routes or change their attributes and finally affect
the outcome of the decision process.

• Interaction between multiple domains. The BGP routing solver must not
be limited to a single domain. Since we want to be able to studyboth the
routes that a particular domain has selected to reach external domains as well
as routes that other domains will use to reach this particular domain. This is
required to study both inbound and outbound traffic engineering techniques
for instance.

• Determinism. The BGP routing solver must be deterministic. That means
that its outcome must only depend on the initial configuration of the sim-
ulated network as well as on the advertised routes. The motivation behind
this requirement is the ability to reproduce and compare simulation results.
With a non deterministic decision process, this is not always possible. The
requirement for determinism comes at a cost. Indeed, it is well-known that
some BGP configurations have multiple solutions [GW99]. In this case, a
deterministic routing solver will always lead to one of the solutions or not
converge (see Section 2.5.7). The exploration of all the solutions of a BGP
configuration is another problem that we do not solve in this thesis, though
we will discuss the behavior of our routing solver in these situations in more
details in Section 2.5.7.

Note that certain implementations of BGP propose a knob thatcan trigger
a decision process that is intentionally non-deterministic [CS05]. We do
not model this behavior, hence the decision process of the solver must be
deterministic.
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• Scalability. The routing solver must be able to handle very large topologies
with a size of the same magnitude as the Internet, i.e. composed of thousands
of ASs themselves containing hundreds of routers.

• Extensibility . The model of BGP which is implemented in the solver must
be easily extensible. Adding BGP extensions or studying theimpact of
changes in the protocol must not require to rewrite the wholemodel.

2.4 C-BGP: a BGP routing solver

In this section, we describe our approach to build a BGP routing solver meeting the
requirements described in Section 2.3 and the hypothesis that are taken in order to
make it efficient. Our implementation of this routing solveris called C-BGP. It is
open-source and publicly available [Quo03b].

There are currently two main approaches to computing the BGProutes known
by a router. The first one consists in resolving the dependencies between the routing
decisions taken by the different routers in a distributed manner. This is the approach
followed by [FWR04]. Its main limitations are (1) that it leads to a very specialized
model of BGP even if it might be slightly more efficient2 and (2) that it is limited
to a single domain. The other approach is toreproduce the propagation of BGP
messages between the routers and the route selection performed by each router.
This is the approach used in C-BGP. However, in contrast withBGP daemons and
packet-level simulators, C-BGP models the propagation of BGP messages across
routers in a static way. We can do that since we are not interested in the transient
states of routing, but only in its outcome. Hence, some aspects of the BGP protocol
which are modeled in traditional packet-level simulators must not be considered in
C-BGP. This allows to improve the efficiency of the simulator. We explain the
simplifications we made in the BGP routing solver in the following paragraphs.

First,we do not model the TCP connections that support the BGP sessions.
In the genuine BGP implementations, TCP connections are used to provide a re-
liable transport of the BGP messages as well as to keep them insequence. In the
routing solver, we assume that the BGP sessions between the routers are reliable.
Therefore, we do not need to model TCP mechanisms such as the retransmission
of presumably lost packets. In addition, the solver guarantees that the ordering of
BGP messages exchanged between two routers will be unchanged.

The second simplification is in thesimplified model of the Finite State Ma-
chineused by the BGP protocol to establish and maintain the sessions with neigh-
bor routers. Basically, these FSMs rely on a small number of messages to initiate
or close a session as well as to detect errors. For instance, both sides of a BGP
session exchange keep-alive messages in order to notify each other that they are
up and running. This is not required in our model. The sessionestablishment is

2We could not compare the efficiency of our model to the BGP emulation proposed in [FWR04]
since their implementation is not publicly available.
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replaced by checking that each side can reach the other one, based on the routing
information it currently has.

Then, wedo not model various timersthat are used by BGP in order to mini-
mize BGP messages churns. Two timers are concerned. First, the Minimum Route
Advertisement Interval (MRAI) timer is used to prevent a router to send to a neigh-
bor too frequent updates for the same destination prefix. Thesecond timer is used
by a technique called Route Flap Dampening [MGVK02] which will avoid too fre-
quent updates received from neighbor routers for the same prefix to be taken into
account by the decision process. We do not model these timerssince we do not
care about routes that are flapping. This is reasonable sincethe large majority of
Internet routes are stable over time [RWXZ02, UMB+04].

Finally, we use asteady-state model of the IGP protocolto compute the
intradomain routes without exchanging messages. A model ofthe IGP protocol is
needed to compute the paths between BGP routers for instance.

All these simplifications do not affect the outcome of the decision process.
However, they allow us to build a routing solver where we do not need to model the
time as in discrete-event simulators. At the end, this approach determines the paths
that routers have selected once the BGP routing has converged [GW99]. Another
advantage of this approach is that it provides more information about the router
states inside the studied domain since it determines the list of alternative routes
that each router knows. This is very useful if one wants to study the diversity of
BGP routes for instance.

2.4.1 Architectural overview

In this section, we give an overview of the architecture of C-BGP. As shown in
Fig. 2.1, the architecture is articulated around 3 main conceptual components: the
network configuration, thenetwork stateand thescheduler.

The first component of the BGP routing solver is thenetwork configuration. It
contains the static information about the network. The network configuration can
be further refined in two parts. The first one is the network topology composed
of the nodes and the links that interconnect them. The secondpart is composed
of the configuration of the routers and links. This includes for instance the link
attributes such as the IGP weights, and the addresses of the routers. The network
configuration can be defined through the Command-Line Interface (CLI) of the
routing solver or by mean of scripts.

The second component is thenetwork state. It contains the current state of
the nodes and links. For instance, the links can be up or down,meaning that they
can currently be or not be used as part of the routes computed by the solver. The
network state also includes the various routes that are currently known by each
router. The network state is by essence a dynamic part of the routing solver. The
network state can be changed manually (i.e. through the CLI or scripts) or it can
be changed by events occurring within the routing solver.

Finally, the third component is thescheduler. The scheduler is the main part of
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Figure 2.1: Architecture of the BGP routing solver.

the routing solver. It contains a sequence of scheduled events that will eventually
update the state of the network when they are processed. A typical event in the
routing solver is the reception of a BGP message by a router. The reception of a
BGP message will usually trigger the re-computation of routes in the destination
routers. The events are placed manually in the list of the scheduler or they are
generated in reaction to another event.

We describe the network configuration, the network state, the scheduler and
the message passing model of C-BGP in more details in the following sections.

2.4.2 Topology database

The topology database represents the topology of the simulated network. This net-
work can be composed of several ASs. In the real world, each ASis composed
of a collection of routers that are interconnected. These routers are usually in-
terconnected using multiple SONET/SDH links, Ethernet LANs and switches. In
our routing solver, the topology model does not include the physical- and facility-
level details. It also does not contain a representation of end-systems. Indeed such
details are not required in order to be able to accurately model how the route se-
lection is performed in the AS. Therefore, it is sufficient tomodel the network
topology with a graph where the nodes represent IP routers and the edges represent
layer-three links. In Fig. 2.2, we show an example topology containing 2 domains.
Domain 1 contains 4 routers and Domain 2 contains 2 routers. The label on a link
represents the IGP weight of the link.
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The graph is implemented by using two different data structures. In Fig. 2.3,
we show the internal representation of the topology of Fig. 2.2. First, aglobal trie
references all the routers of the graph. Each router is identified by a 32-bit integer.
For instance, router R1 in the example of Fig. 2.2 has the identifier 1.0.0.1. This
identifier can be thought of as the IP address of the loopback interface of the router.
Each router can also have several other addresses that identify one endpoint of the
links it is adjacent to. The identifier of each router is used as a key in the trie.
The trie can thus have a depth which is at most 32. Hence, the complexity of an
insertion or lookup in this trie isO(32). We use a compressed unibit trie [Var05],
so that the lookup time will often be far lower, as shown in Fig. 2.3.
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Figure 2.2: A simple network topology with 2 domains.
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Figure 2.3: The internal representation of a topology inside C-BGP.

The second part of the graph consists in multipleadjacencies listswhich rep-
resent the adjacencies of each router. For instance, routerR2 in the example of
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Fig. 2.2 has 3 adjacencies: R1, R4 and R5. Its adjacency list shown in Fig. 2.3 the
identifier 1.0.0.1 (R1), 1.0.0.4 (R4) and 2.0.0.1 (R5). Eachadjacency list is imple-
mented as a sorted heap which allows lookups with a complexity of O(log2(n)).
The reason why we choose an adjacency-list based representation for the graph is
the low density of the networks we expect to represent. Usually, network topolo-
gies have a degree distribution which looks like a power-law[FFF99]. This means
that most nodes will have a low degree and a few nodes will havea large degree. In
addition, since we focus on the backbone and border routers and not on the access
routers, most nodes will have a low degree. According to [Gro04], the average
node degree of North American carrier networks, isd̄ < 2.5, while the average
node degree of European networks is closer tod̄ > 3.5. The consequence is that
the average size of an adjacencies list will be small and the average lookup time
will be short. In addition, the memory consumption is kept low even for very large
graphs.

For each vertex and each edge in the graph, we can store attributes. For in-
stance, the current routing solver associates an IGP metricwith each direction of
the links (in Fig. 2.2 and Fig. 2.3, we assume that the IGP weight of each link is
the same in both directions). This metric is used when the intradomain routes are
computed. The state of the links (up/down) is also stored in the graph.

The network topology in our routing solver can be built in many different ways.
The first one consists in manually building a representationof an existing network.
We discuss the modeling of a real ISP network in Chapter 3. Another possibility is
to extract information from an IGP protocol trace captured in an existing network.
A tool such as [Bon05] can be used for the ISIS protocol. Finally, it is also possible
to build synthetic networks using topology generators suchas BRITE [MAMB01]
or GT-ITM [CDZ97].

2.4.3 Network state and IGP model

In this section, we describe the network state. The network state is mainly com-
posed of the routes currently available for each node. In contrast with the topology
database, the information stored in the network state is dynamic. In addition, the
topology database describes the possible paths between each pair of routers while
the network state contains the paths that are actually used to go from a router to
another.

The routes contained in the network state at the end of the BGProuting solver
execution are the results of the computation. On the other hand, to perform its
computation, the BGP routing solver also needs some initialnetwork state. This
initial knowledge is required to allow two neighboring BGP routers to talk to each
other. A BGP router must know the path to reach its neighboring routers. In real
world networks for instance, an IGP protocol is used to distribute a view of the
topology of a domain to all the routers in this domain. This isthe same in C-BGP
and the routes stored in the network state can initially be defined statically, as part
of the routers configurations (through the CLI or script) or from a model of the



30 Chapter 2. A Routing Solver for Large Scale Topologies

intradomain protocol (IGP).
The selection of paths by the intradomain routing protocol is modeled without

exchanging messages. The real IGP protocols such as OSPF or IS-IS are link-
state protocols and rely on flooding information about theiradjacencies to their
neighbors in the same domain, in the form of Link State Packets (LSPs). Based on
the LSPs it has received, each router can build a map of the network topology of
its domain. Using this topology, each router computes in a distributed manner the
shortest paths towards each node in the domain.

In our routing solver, we do not model the exchange of those LSPs. We are not
interested in the dynamics of the IGP protocol. Moreover, exchanging these LSPs
and computing the intradomain routes in a distributed manner would require addi-
tional computing resources in the routing solver. Indeed, we would need to build
a database containing the received LSPs for each router. This would be equivalent
to storing the topology of the domain multiple times. Instead of modeling the ex-
change of LSPs, we use the global knowledge of the adjacencies in each domain
(contained in the topology database) to determine the intradomain routes. This is
done by computing the shortest paths based on the IGP weightsassociated with
each link. We compute the shortest paths in the solver using Dijkstra’s SPF algo-
rithm. The model we have implemented currently supports a single area, the most
common type of IS-IS deployment in large ISP networks. However, an accurate
model of the OSPF model supporting multiple areas for our routing solver has been
developed by [Ias05].

In a typical simulation scenario, the intradomain routes are computed once
after the topology has been defined. The paths computed by theIGP model do not
change until there is a weight change or a link/router failure. When there is such
a change in the topology, the re-computation of intradomainpaths is not triggered
automatically since the routing solver is not event-driven. In this case, the re-
computation of intradomain routes must be asked explicitly(through the CLI or
script).

The routes known by each router are stored in its routing table. Each routing
table is implemented based on a compressed unibit trie and route lookup is done
on a longest-match basis as in plain IP.

2.4.4 Scheduler and message passing model

The main feature of C-BGP is that the computation of the interdomain routes re-
lies on the exchange of reachability information between nodes. This exchange
takes the form of BGP messages. In this section, we describe how the nodes ex-
change BGP messages, although the message passing model we present here is
more generic and is not limited to exchanging routing information.

The message passing model of our BGP routing solver is similar to packet for-
warding in the IP protocol. The first similarity is in thestructure of the exchanged
messages. A message contains the following mandatory fields: aSource Address
that identifies the node that sent the message, aDestination Addressthat identifies
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the node to which the message is destined, a messageTypewhich indicates how the
message must be processed and aPayloadwhich carries the message content. Both
the Source and Destination Addresses are 32-bit integers asin IPv4. The message
Type is similar to the destination port field in IP packets in that it tells how the
message must be processed on the destination node. The semantic of the message
payload depends on the message type. In the BGP routing solver, the typical mes-
sage type is BGP and in this case the payload can contain a BGP Update or a BGP
Withdraw.

The characteristics of the message passing model are as follows. It is a simpli-
fied model of a transport protocol thatpreserves the orderingof messages, such as
TCP. In addition, it isreliable, meaning that there is no loss of message. The prop-
agation of messages from a source node to a destination node is donehop-by-hop.
We detail these characteristics in the following paragraphs.

The message passing model is based on the scheduler of C-BGP.The scheduler
is responsible for running the simulation by propagating messages between routers.
Basically, the scheduler is based on a single, global linearqueue (FIFO) to hold
all the messages that are currently being propagated (see Fig. 2.4). The FIFO
queue of C-BGP is implemented as a circular buffer. The size of the queue grows
dynamically in order to hold more messages if required. Whenthe size is stable,
the enqueueanddequeueoperations have a complexity ofO(1). In this way, C-
BGP can handle events faster than in event-driven simulators where the scheduler
is based on a priority queue. In the latter, the insertion operation can be as complex
asO(log2(n)).

As shown in Fig. 2.4, each message in the FIFO queue contains an additional
field, theNext-Hop, which identifies the node to which the message must be deliv-
ered. In the example of Fig. 2.4, the queue contains 2 messages. Since MSG1 has
been inserted before MSG2, it will be delivered first. MSG1 will be delivered to
node 1.0.0.2 and MSG2 will be delivered to node 1.0.0.3.
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event
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event
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next-hop: 1.0.0.3
src: 1.0.0.1
dst:1.0.0.3

MSG 2

(payload)
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Event processing...

Figure 2.4: The global linear queue at the center of C-BGP.
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The operation of the scheduler’s algorithm, shown in Alg. 1,is simple to un-
derstand. The algorithm keeps running until the FIFO queue is empty. At each
iteration, the algorithm first dequeues the message at the top of the queue. Doing
so, it reduces the depth of the queue. Secondly, it finds the router identified by
the Next-Hop field of the message by looking up in the global trie of the topol-
ogy database. Finally, it delivers the message to this router. The routing solver
uses a single thread to run the scheduler. When it delivers a message to a router,
the scheduler waits until the router has finished processingthe message. When a
router is active, it only processes the received message andupdates the network
state if required. The router then stops and returns the control to the scheduler
which will look for further messages in the global queue.

Alg. 1 Simplified algorithm for the scheduler
1: while !msg_queue.empty() do
2: /* Get next message to process*/
3: msg = msg_queue.dequeue()
4: /* Find next-hop router*/
5: router = topology.find_router_by_addr(msg.next_hop)
6: /* Process message in destination router (dst)*/
7: router.recv(msg)
8: end while

During its processing of a received message, a router may produce additional
messages that it pushes onto the queue. One can thus see that at each iteration of
the loop of Alg. 1) the depth of the queue is reduced by one at first and subsequently
increased byn during the processing of the message. The value ofn depends on
the behavior of the router and the content of the message. Forinstance, if the
message is to be delivered locally, it is possible that no additional message will be
produced (n = 0). To the contrary, if the message is to be forwarded to another
router, the same message will be re-pushed onto the queue with an updated Next-
Hop (n = 1). It is also possible thatn > 1 messages will be produced after the
reception of a message. For instance, a BGP router may receive a BGP UPDATE
message and redistribute it to all its neighbors.

2.4.5 Messages ordering

The idea of using a global linear queue is not new. [LABJ00] already used a single
linear, global queue to model the exchanges between single-node ASs and [GW00]
proposed but did not implement this model.

Using a FIFO queue to model a transmission line guarantees that the message
ordering will not be changed. That is, if a message A is issuedby router R1 towards
router R2 before a message B, R2 will receive message A beforemessage B (see
left part of Fig. 2.5). In C-BGP, there is a single FIFO queue.That means that the
ordering of events is also preserved globally. Let’s take the example shown in the
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right part of Fig. 2.5. If router R1 issues a message A destined to router R2 before
router R3 issues a message B destined to router R4, then router R2 will receive
message A before router R4 receives message B. If the ordering is kept globally, it
is also kept on each transmission line. In addition, acting this way, is like if all the
transmission lines have the same delay. This is unrealisticif one tries to model the
dynamics of a protocol, but it is an efficient model to computethe outcome of the
routes selection process.

R1 R2

(1) MSG A

(2) MSG B

(1) MSG A

(2) MSG B

R2

R1 R4

R3

Figure 2.5: Preservation of the ordering along a single link(left) and along all links
(right).

C-BGP forwards packetshop-by-hop. That means that if R1 sends a message
to R3 in the example shown in Fig. 2.6, this message will first be delivered to the
intermediate router R2 before being delivered to R3. There are two motivations for
using hop-by-hop message passing. The first motivation is that using hop-by-hop
propagation allows to check the validity of the path at each intermediate node. The
routing solver can thus avoid to deliver a message to a routerthat is not reachable.
This is useful for instance to check that a BGP session can be established between
two routers. The second motivation is that it allows us to easily dig into the network
state. For instance, we can directly discover the router-level path between two
nodes by performing a trace-route between them. This makes possible for instance
to check for forwarding deflection due to the IGP protocol [Ias05] or the BGP
protocol.

R1 R2

(1) MSG A

(2) MSG B

R3

(4) MSG B

(3) MSG A

Figure 2.6: Preservation of the ordering along a path.

Messages are propagated by the scheduler on a hop-by-hop basis until they
reach the destination. At each hop, the current router checks the destination ad-
dress of the received message. If the router has an address that corresponds to the
destination address of the message, it processes the message according to the mes-
sage type field. Otherwise, the router has to find in the network state the adjacent
router (next-hop) to which the message has to be forwarded. Two problems may
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occur during the forwarding of a packet. The first problem is the unreachability of
the destination of the message. This occur when no route can be found to reach
the message destination. In this case, the message is lost. The second problem
is a forwarding loop. It is possible that due to misconfiguration the sequence of
next-hops forms a cycle. This would cause the message to be forwarded forever
and this would prevent the routing solver from terminating.For this reason, each
message has aTime-To-Live (TTL)field that is decreased at each hop. The message
is dropped when the TTL reaches 0. This ensures that the message will not loop
forever and guarantees that the solver will not be preventedfrom terminating.

There is an additional requirement in order for this hop-by-hop message pass-
ing model to preserve the ordering of messages propagated along a path. This
requirement is thatthe path must not change during the propagation. Hence,
the routes used to forward messages must not change during the propagation. This
can not occur for static routes since they can not be changed during the execu-
tion of the scheduler. This can not occur for intradomain routes since they cannot
be recomputed during the execution of the scheduler. This can only occur for in-
terdomain routes computed by BGP. Fortunately, these routes will not be used to
forward messages over iBGP session or eBGP session. The onlyproblem is in the
case of multi-hop eBGP sessions. Indeed, in this case, the eBGP neighbor can be
reached by a BGP route. Let’s take the example of Fig. 2.7. In this example, there
are 3 ASs. R1 in AS1 has a multi-hop eBGP session with R3 in AS3.R1 first sends
a message A over this session to R3. The current route used by R1 to reach R3 is
through R2. Therefore, message A is sent over the link R1-R2.Then, the route
used by R1 is updated and goes directly to R3. This can occur ifR1 has received a
BGP update from R3 for instance. R1 will then send a second message, B, to R3.
This message will be sent on link R1-R3. The scheduler will now deliver message
A to R2 which will forward it on link R2-R3. The same is done formessage B
which is delivered to R3, its destination. Finally, the scheduler will deliver mes-
sage A to R3. The consequence is that while message A has been sent earlier than
message B by R1 to R3, message B has been delivered first.

R2

(1) MSG A

(3) MSG B

(4) MSG A

AS2

mh-eBGP R3

AS3

R1

AS1

(2) BGP route towards
AS3 changes in R1

Figure 2.7: Multi-hop eBGP sessions may break the ordering.
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2.4.6 Example

In order to clarify how the scheduler works, let’s take the example topology shown
in the right part of Fig. 2.5. Assume that R1 sends a message toall the other routers:
R2, R3 and R4. We show in Table 2.1 the evolution of the scheduler’s queue
during the propagation of the messages. The first column is the iteration of the
scheduler’s loop. The second column describes the actions taken by the scheduler
and the routers. The third column shows the content of the queue after the actions
are taken. The third column only shows the next-hop, source and destination fields
of the enqueue messages.

Step Action Queue
init R1 pushes 3 messages (1) n-h:R2, src:R1, dst:R2

(2) n-h:R3, src:R1, dst:R3
(3) n-h:R2, src:R1, dst:R4

1 scheduler pops message, (2) n-h:R3, src:R1, dst:R3
delivers to R2. (3) n-h:R2, src:R1, dst:R4

2 scheduler pops message, (3) n-h:R2, src:R1, dst:R4
delivers to R3.

3 scheduler pops message, (4) n-h:R4, src:R1, dst:R4
delivers to R2.
R2 pushes message (forward).

4 scheduler pops message,
delivers to R4.

Table 2.1: Example of message propagation and evolution of the scheduler’s queue.

First, router R1 pushes three messages onto the queue. One destined for R2,
the second destined for R3 and the third one destined to R4. Since R2 and R3 are
adjacent to R1, the next-hop for these routers is equal to their destination. To the
opposite, R4 is not adjacent to R1. We suppose that R1 knows that it must send its
message to R2 in order to reach R4.

After this initialization step, the queue contains three messages. The simulation
starts. During the first loop iteration, the scheduler pops the first message from the
queue. The next-hop of this message is R2. The scheduler delivers the message
to R2. Since it is locally destined, there is no subsequent enqueuing of message.
The queue now contains 2 messages. The scheduler starts the second iteration by
poping the first message of the queue. The next-hop of this message is R3. The
scheduler delivers the message to R3 which is the final destination of the message.
No message is added to the queue during this iteration. The queue now contains a
single message. The scheduler now enters its third iteration. It pops the message
from the queue. The next-hop of this message is R2. The scheduler delivers the
message to R2. The final destination of the message, R4, is notR2. R2 will thus
forward the message to R4. For this purpose, it pushes the message onto the queue
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with the next-hop field now containing R4. At the end of this iteration, the queue
still contains one message. The scheduler pops the message from the queue during
the fourth iteration. It delivers it to router R4 which is thefinal destination of the
message. At the end of this iteration, the queue is empty and the simulation is
finished.

2.5 BGP Routing Model

In this section, we describe the BGP routing model implemented in the solver.
We discuss the components of BGP routers that are modeled andthose that were
simplified or left over since they have little or no impact on the computation of
routes. We first present the BGP model from the perspective ofthe routers, e.g.
which components of a BGP router are represented in the solver. Then, we describe
how the BGP sessions between the routers are modeled. We thenshow the basic
operations of a router in the solver. We give more details on the filtering processes
that are implemented in the model in Sec. 2.5.4 as well as a full description of the
decision process in Sec. 2.5.5. We validate C-BGP in Section2.5.6 and we discuss
its convergence properties in Section 2.5.7. Finally, we evaluate its performance in
Section 2.5.8, the scalability issues and related solutions in Section 2.5.9.

In order to model the full BGP decision and filtering processes, the routing
solver must contain most components of genuine BGP routers.As shown on
Fig. 2.8, each router has oneLoc-RIB where all the best routes are stored. In
addition, each router has alist of neighbors. For each neighbor, the router knows
the identifier of the corresponding node, i.e. the IP addressof the neighbor, as well
as the domain the neighbor belongs to. Based on this, it is able to determine if the
BGP session it has with the neighbor is internal (iBGP) or external (eBGP). Each
router also has a pair of adjacent RIBs for each neighbor router: anAdj-RIB-In
is used to store the routes received from this router and anAdj-RIB-Out is used
to store routes redistributed to this router. In addition toproviding information on
routes advertised to the neighbors of a router, the Adj-RIB-Outs allow a stateful
BGP that do not send the same UPDATE/WITHDRAW multiple times. The Loc-
RIB, Adj-RIB-ins and Adj-RIB-outs are implemented with compressed unibit tries
in order to allow fast lookups and limited memory consumption.

2.5.1 BGP sessions and Finite State Machine

For the purpose of maintaining the BGP sessions with their neighbors, genuine
BGP routers have a Finite State Machine (FSM) for each session. An FSM con-
trols which messages can be exchanged over the session. It isalso responsible
for establishing a BGP session and maintaining it. For this purpose, genuine BGP
routers regularly exchange KEEPALIVE messages to inform the other side that the
session is still running. In the routing solver, each routerhas an FSM per session.
However, the FSMs used in the model are simplified: they are only used for the es-
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Figure 2.8: Model of a BGP router in C-BGP.

tablishment of sessions and to control if reachability information can be exchanged
or not. Indeed, in the routing solver, there is no need to exchange KEEPALIVE
messages since the solver is not event-driven. Once a session is established, it will
not fail during the routes computation.

ESTABLISHED

OPENWAITIDLE
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send OPEN

OPEN recv
failed to
send OPEN

UPDATE recv
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session
closed
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OPEN recv,
send OPEN

CLOSE recv

session closed (CLI),
send CLOSE

session closed (CLI),
send CLOSE

Figure 2.9: Simplified Finite State Machine in C-BGP.

The FSMs of the model (shown in Fig. 2.9) are mainly used to help detecting
problems with the establishment of sessions and to detect the failure of sessions
after topology changes. For this purpose, an FSM can only be in 4 different states:
IDLE, ACTIVE, OPENWAITor ESTABLISHED. The IDLE state means that the
session is administratively disabled. The ACTIVE state means that the session is
administratively enabled but it could not be established. One possible reason for
this is that there was no route available to reach the neighbor router. The OPEN-
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WAIT state means that the FSM has started establishing the session and is awaiting
an answer from the other side. If the session remains in OPENWAIT state, that can
mean that the other side of the session is not configured, not enabled or that the
neighbor router can not reach the other side. The ESTABLISHED state means that
the session can be used to exchange reachability information.

Four message types are used in the BGP routing solver:OPEN, CLOSE, UP-
DATEandWITHDRAW. The OPEN and CLOSE message types are used to respec-
tively setup and shutdown a BGP session. The UPDATE message type is used to
advertise the reachability of a network prefix and the WITHDRAW message type
is used to cancel such reachability. UPDATE and WITHDRAW messages can only
be exchanged over a session that is in the ESTABLISHED state.KEEPALIVE and
NOTIFY messages are not modeled.

2.5.2 BGP route attributes

An UPDATE message carries a BGP route composed of a destination IP prefix and
route attributes. In the routing solver, we model the BGP routes accurately. We
show in Table 2.2 the BGP route attributes and indicate in thesecond column if the
attribute is standard or experimental, in the third column if the attribute is manda-
tory and in the fourth column if the attribute is supported bythe solver. The current
version of the routing solver supports the following mandatory route attributes:
Next-Hop, Local-PrefandAS-Path. The AS-Path is composed of a sequence of
segments of different types. The solver models theAS_SEQUENCEthat contains
an ordered set of AS numbers and theAS_SETthat contains an unordered set of AS
numbers. The solver currently does not support the segment types related to BGP
confederations [TMS01]:AS_CONFED_SEQUENCEandAS_CONFED_SET.

The standard optional attributes such as theMEDand theCommunities[TCL96]
are supported. In particular, the well-known community valuesNO_EXPORTand
NO_ADVERTISEare supported. To the opposite, theNO_EXPORT_SUBCONFED
value is not supported since Confederations are currently not modeled. TheEx-
tended Communities[STR06] are also supported. The attributes related to route-
reflection [BCC00] such as theOriginator-ID and theCluster-ID-List are sup-
ported. In addition, experimental optional attributes such as theRedistribution
Communities[BCH+03] are supported. The solver currently does not support the
attributes related to route aggregation:Atomic-AggregateandAggregator.

2.5.3 BGP router model

We show in Alg. 2 the simplified algorithm that models a BGP router. The al-
gorithm only shows the processing of the UPDATE and WITHDRAWmessages
when the FSM is in state ESTABLISHED. First, the router testsif the received
BGP message is an UPDATE or a WITHDRAW. If the BGP message is anUP-
DATE, the router checks if the route contained in the messageis accepted by its
input filters. If so, the route is stored in the Adj-RIB-in corresponding to the neigh-
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Attribute Standard Mandatory In C-BGP
Next-Hop X X X
Local-Pref X X X
AS-Path AS_SEQUENCE X X X

AS_SET X X X
AS_CONFED_SEQUENCE X
AS_CONFED_SET X

MED X X
Communities any value X X

NO_EXPORT X X
NO_ADVERTISE X X
NO_EXPORT_SUBCONFED X

Atomic-Aggregate X
Aggregator X
Originator-ID X X
Cluster-ID-List X X
Ext-Communities X X
Red-Communities PREPEND X

NO_EXPORT X
IGNORE X

Table 2.2: List of route attributes supported by C-BGP.
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bor that sent the message. In addition, the router’s decision process is run. The
decision process retrieves from the Adj-RIB-ins all the reachable routes for the
considered prefix, compares them and selects the best one. The best route is in-
stalled in the router’s forwarding table. The next-hop interface is found by looking
up in the forwarding table the interface used to reach the BGPnext-hop. Then, the
router propagates the new best route to its neighbors according to its output filters.
The propagation is done by pushing new BGP messages on the global linear queue.
The solver continues until the message queue is empty, whichmeans that BGP has
converged.

Alg. 2 Simplified algorithm for handling a BGP UPDATE messageM received by
a routerR

1: if (M.type == UPDATE) then
2: if (R.in_filter(M.src,M.route) == DENY ) then
3: R.adj_rib_in[M.src].remove(M.route.prefix)
4: else
5: R.adj_rib_in[M.src].replace(M.route.prefix,M.route)
6: end if
7: R.decision_process(M.route.prefix)
8: if (R.best_has_changed(M.route.prefix)) then
9: R.FT.install(R.best)

10: for all neighbor in (R.neighbors) do
11: if (R.out_filter(neighbor,M.route) == ACCEPT ) then
12: msg_queue.push(BGP_UPDATE,M.src, neighbor,M.route)
13: end if
14: end for
15: end if
16: else if(M.type == WITHDRAW ) then
17: /* ... */
18: end if

If the message is a WITHDRAW, the router removes from the corresponding
Adj-RIB-in the route towards the withdrawn prefix. If this route was selected as
best, the router runs the decision process in order to selecta new best route. The
new best route is then installed in the forwarding table and redistributed to the
neighbors of the router in a similar way than after the reception of an UPDATE
message.

In the following sections, we describe with more details thefiltering and deci-
sion processes implemented in the solver.

2.5.4 Route Filtering

We showed in Alg. 2 that a BGP router has route filters that it applies on received
routes (input filters) as well as on outgoing routes (output filters). The input filters
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are used to decide which routes received from the neighbors will be accepted for
selection by the decision process while the output filters are used to decide which
best-routes from the Loc-RIB will be advertised to the neighbors. There are two
types of filters implemented in the model: filters that are required for the BGP pro-
tocol itself and filters that implement routing policies. Filters of the first category
are available in all the routers of the model. To the opposite, filters implementing
routing policies are configurable and can be defined independently in each router,
as in genuine BGP routers. In addition, the input and output filters of the second
category can be defined on a per session basis for the same router. This allows the
modeling of very flexible routing policies.

The filters belonging to the first category (protocol filters)are mandatory in
the BGP routing solver since they are part of the BGP protocoland its extensions.
For instance, there is an input filter that checks that the AS-Path of received routes
does not already contain the local AS. If it does, the route cannot be selected since
it would cause an AS-Path loop otherwise. Another input filter rejects routes that
contain the local Cluster-ID in their Cluster-ID-List. When routes are about to be
redistributed, protocol output filters are also applied. For instance, if the router is
not a route-reflector, it is not allowed to redistribute a route learned over an iBGP
session to another iBGP peer. If the router is a route-reflector, additional rules
apply (see [BCC00]). Another output filter that is supportedby our routing solver
is the Sender Side Loop Detection (SSLD) which checks if advertising a route to
an eBGP neighbor will cause an AS-Path loop or not. In the latter case, the route
can be redistributed. Using SSLD decreases the number of messages to propagate
during the simulation.

The filters belonging to the second category must be highly flexible in order
to allow the evaluation of various policies and traffic engineering methods. These
filters can manipulate the attributes of one route or simply reject the route. The
input and output filters work in the same manner. The principle of filters is to
check a set of conditions on the route and if these conditionsare met, to apply a
set of actions to the route. More formally, a filter is composed of a sequence of
rules. Each rule is made of two distinct parts: a predicate and a set of actions. The
purpose of the predicate is to express the conditions that the route must meet before
being applied the set of actions. The predicate is a logical combination of checks
on the route attributes. The logical combination of these checks is based on the
binary operatorsAND andOR and the unary operatorNOT. The basic predicates
that are currently supported by the routing solver are listed in Table 2.3. The basic
predicates allow for instance to test the value of theLocal-Pref attribute, to
match theAS-Path with a regular expression3 or to test if a particular value is
contained in theCommunities attribute.

On the other hand, the set of actions modifies the route attributes. Special
actions can be used to simply accept or reject the route without further processing.

3The predicate that checks if an AS-Path matches a regular expression was added by Sebastien
Tandel.
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Predicate Description
Communities ∋ C Test if the valueC belongs to theCommunitiesat-

tribute.
NextHop ∈ P Test if the next-hop is included in the prefixP .
NextHop = A Test if the next-hop is equal to the addressA.
ASPath ≡ R Test if the AS-Path attribute matches the regular ex-

pressionR.
Prefix ∈ P Test if the destination prefix is included in the prefix

P .
Prefix = P Test if the destination prefix is equal to the prefixP .

Table 2.3: List of basic filtering predicates supported by C-BGP.

Table 2.4 contains the list of actions currently supported by C-BGP.

Action Description
accept Accept the route (skip the subsequent

filter rules).
prepend AS-Path Prepend the local AS-number to the

AS-Path attribute.
appendV to Communities Add the valueV in the Communities

attribute.
removeV from Communities Remove the valueV from the Commu-

nities attribute.
clear Communities Empty the Communities attribute.
deny Reject the route.
set Local-Pref toV Set the value of the Local-Pref attribute

to V .
set MED to V Set the value of the Local-Pref attribute

to V . The solver also allowsV to be
determined automatically based on the
IGP cost.

appendRC to Red-Community Add the valueRC to the Redistribu-
tion Communities attribute.RC can
request to prependN times the AS-
Path of the route redistributed to...

Table 2.4: List of filtering actions supported by C-BGP.

Alg. 3 shows the algorithm which is applied each time a filter is invoked on a
route. For each rule that composes the filter, the algorithm tests if the predicate of
the rule matches the route. If so, the actions of the rule are applied in sequence
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to the route. If an action is ACCEPT or DENY, the route is immediately either
accepted or denied. In this case, the subsequent actions of the current rule and the
subsequent matching rules are not applied. Otherwise, the remaining actions are
applied. Once all the actions of the current matching rule have been applied, the
algorithm treats the second rule in the same way. The algorithm finishes once all
the rules have been applied.

Alg. 3 Algorithm for filtering routeR with filter F .
1: for all rule in F do
2: if (rule.predicate matchesROUTE) then
3: for all action in rule.actions do
4: if (action == ACCEPT ) then
5: return ACCEPT
6: else if(action == DENY ) then
7: return DENY
8: else
9: apply(action,ROUTE)

10: return ACCEPT
11: end if
12: end for
13: end if
14: end for

Fig. 2.10 shows how a single rule is encoded in C-BGP. The rulecontains
a predicate (on the left) and a sequence of actions (on the right). The predi-
cate is encoded in a tree that represents the logical combination of basic predi-
cates. Here, the tree represents the predicate(Communities ∋ 1) ∨ ((Prefix ∈
130.104/16) ∧ (Communities ∋ 2)). This means that the set of actions will be
applied to a route if its Communities attribute contains theCommunity value1.
The actions will also be applied if the Communities attribute contains the Com-
munity value2 and the advertised prefix belongs to 130.104/16. In the example of
Fig. 2.10, the sequence of actions consist in first setting the Local-Pref to 100 and
then accepting the route.

In a large-scale simulation, there can be a large number of BGP sessions. Since
the filters can be specified on a per-session basis, the numberof filters stored in the
solver can become large and require a significant amount of memory. However,
the filters applied on the sessions are often the same. There is often only a limited
number of different filters. For instance, all the customersof a domain will often be
treated in the same manner. The filters used on the sessions with these customers
will therefore be identical. For this reason, C-BGP has a mean to share filters
across multiple sessions. This helps to ensure the scalability of the model4.

4Sebastien Tandel implemented methods to share filter rules among multiple filters and success-
fully applied the routing solver to a large transit domain.
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Figure 2.10: Structure of a single filtering rule: a predicate and a list of actions.

2.5.5 Decision Process

In this section, we describe the BGP decision process implemented in the solver.
Basically, the decision process takes a set of routes as input and selects a single
one based on multiple criteria. We list in Table 2.5 the criteria that compose the
solver’s model of the BGP decision process. It slightly differs from the decision
process implemented in genuine BGP routers for one reason: we want a decision
process that is deterministic. That means that each time it is run on the same set
of routes it must select the same best route. Some genuine BGProuters allow an
intended nondeterminism in their implementation of the decision process. These
routers use a tie-break function that depends on the time when routes are received
[CS05]. Basically, the route received first is preferred. The motivation behind this
tie-break function is that the route received first is more stable than the routes with
the same quality (preference, length of AS-Path, etc.) received later. The problem
with such a tie-break function is that it is not always possible to predict the outcome
of the route selection. We rely on the fact the the large majority of Internet routes
are stable [RWXZ02] along time to motivate the use in the solver of a decision
process which does not depend on time.

We now precisely define the decision process implemented in the solver. The
decision process is an ordered set of rules. Each rule is applied sequentially to a set
of eligible routes towards the same prefix until the set contains at most one route.
The 1st rule of the decision process is a filtering rule. It ignores the routes for which
there is no route IGP to reach the BGP next-hop. This rule appears in the decision
process and not in the protocol filters since the accessibility of the next-hop is
not a route attribute. The accessibility may change across time, e.g. the next-hop
may be temporarily inaccessible due to a link failure. The 2nd rule prefers routes
towards networks that are locally originated. The reason for this rule is to prevent
the decision process to select an external route towards a network belonging to the
local AS. In genuine BGP routers, the decision process also has a rule that prefers
the local aggregates [Sys05a]. Since we currently do not support aggregation, this
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Rank Rule
1 Ignore if the next-hop is inaccessible
2 Prefer locally originated networks
3 Prefer highest Local-Pref
4 Prefer shortest AS-Path
5 Prefer lowest Origin
6 Prefer lowest MED
7 Prefer eBGP over iBGP
8 Prefer nearest next-hop
9 Prefer lowest router-ID or Originator-ID
10 Prefer shortest Cluster-ID-List
11 Prefer lowest neighbor address

Table 2.5: Decision process implemented in C-BGP.

rule is not implemented.
The 3rd rule of the decision process prefers the routes which have the high-

est value of the Local-Pref attribute. The 4th rule prefers the routes which have
the shortest AS-Path. Note that the AS_SET segments have a length of 1 while
AS_SEQUENCE segments have a length which depends on the number of AS
number they contain. The 5th rule prefers the routes which have the lowest value
of the Origin attribute. The Origin attribute can take the values IGP, EGP and IN-
COMPLETE. The preference is as follows:IGP < EGP < INCOMPLETE.
The 6th rule prefers the routes which have the lowest value of theMED. The 7th rule
prefers the routes learned through an eBGP session over routes learned through an
iBGP session. The 8th rule prefers routes which have the lowest IGP cost to their
next-hop.

The remaining rules are used to break the ties if there are still multiple possible
routes after the above decision criteria. The 9th rule prefers the routes received
from the neighbor with the lowest router-ID if the route has not been reflected or
the route with the lowest Originator-ID if the route has beenreflected. The 10th

rule prefers the routes with the shortest Cluster-ID-List.And finally, the 11th rule
prefers the routes with the lowest neighbor address. The rules 9 to 11 define a
deterministic tie-breaking function.

2.5.6 Validation

In this section, we describe how we validated C-BGP. By validation, we understand
checking that the outcome of the BGP decision process computed by C-BGP is
conform to what genuine BGP would have computed. Usually, the validation of
a protocol implementation is performed with a large suite oftest cases covering
various aspects of the protocol. For BGP, there is no generalagreement on which
test suite should be used. We rely on a suite of validation tests inspired from the
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SSFNet BGP implementation [Pre]. Among these tests, we onlyconsidered those
that concern the routing decisions, not the dynamics. We detail some of the tests in
this section5

The first validation we use isroute-distrib . The aim of this validation is to test
the ability of two routersR1 andR2 in two separate domains to exchange their
routes over an eBGP session. The configuration of the test is shown in Fig. 2.11.
R1 and R2 advertises the prefixesP1 and P2 respectively. We check that the
routers receive the route from each other.R1 receives a route towardsP2 with an
AS-Path equal to2. In a similar manner,R2 receives a route towardsP1 with an
AS-Path equal to1. We also check that the routes are selected as best and installed
in the forwarding table. The simulation generates 4 events.The 2 first events are
OPEN messages used to initiate the eBGP session. The next events are UPDATE
messages containing the network prefixes advertised by eachrouter.

R1 R2eBGP

AS1 AS2

P1 P2

P2 2

Prefix AS-Path

P1 1

Prefix AS-Path

Figure 2.11: Validation: route-distrib.

The second test we perform ispropagation. The aim of this validation is to test
that a router that receives an eBGP route propagates this route to its neighbors. The
configuration is shown in Fig. 2.12. Three routersR1, R2 andR3 in three separate
domains exchange their routes over two eBGP sessions (in line). The central router
R2 propagates the UPDATE messages received from its neighbors. We check that
all three routers have received the routes from the others. In addition, we check
that the AS-Path of the propagated routes have been updated.For example,R3 has
a route toP1 with an AS-Path equal to2:1. The simulation generates 10 events.
The 4 first messages are OPEN messages used to initiate the eBGP sessions. The
next 4 events are the UPDATE messages containing the networkprefixes advertised
by each router. The last 2 events are UPDATE messages propagated byR2 to R1
andR3.

The third test we perform is calledselect. The aim of this test is to check that
when a router has received multiple routes with the same preference, it selects the
one with the shortest AS-Path. The configuration of this testis shown in Fig. 2.13.
Three routersR1, R2 andR3 in three separate domains are connected in a full-
mesh of eBGP sessions (a triangle). A single router,R1, sends its own network
prefix P1 to the other routers. We check thatR2 receives the route fromR1 and
propagates it toR3 with an AS-Path equal to2:1. Similarly,R3 propagates toR2

5A more complete validation test suite is available from C-BGP’s web site [Quo03b].
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Figure 2.12: Validation: propagation.

a route towardsP1 with an AS-Path equal to3:1. We check that whenR2 has
two routes at disposal it selects the one with the shortest AS-Path. We check the
same forR3. The simulation generates 10 events. The 6 first messages areOPEN
messages used to initiate the eBGP sessions. The next 2 events are the UPDATE
messages containing the network prefix advertised by routerR1. The last 2 events
are UPDATE messages propagated by theR2 andR3. Since the routes contained
in the latter messages have longer AS-Paths, they are not selected as best and not
redistributed. The simulation does not generate additional events in this case and
terminates.
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Figure 2.13: Validation: select.

The fourth validation tests the behavior of a router when a route is withdrawn.
The test is calledwithdrawals. In this test, two routers in two separate domains
are connected by an eBGP session. One router X advertises itsown prefix to the
other router, Y. Y receives the route and installs it in its forwarding table. Then,
router X withdraws the previously advertised prefix. Y receives the withdraw and
removes the route from its forwarding table. The simulationgenerates 4 events.
The 2 first events are OPEN messages used to initiate the eBGP session. The next
event is the UPDATE message containing the network prefix advertised by router
X. The last event is the WITHDRAW message for the prefix previously advertised
by router X.
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The fifth test calledibgp involves three domains. This situation is depicted in
Fig. 2.14. One domain (AS2) is composed of two routers R2 and R3 connected
through an iBGP session. The other domains, AS1 and AS3, contain only one
router, R1 and R4 respectively. The three domains are connected in a line using
eBGP sessions. The router in AS1 advertises its own prefix, P1. We check that
prefix is propagated across all the sessions. The simulationgenerates 9 events. The
6 first events are OPEN messages used to initiate the eBGP and iBGP sessions. The
next 3 events are the UPDATE messages propagated across the first eBGP session
between AS1 and AS2, then across the iBGP session inside AS2 and finally across
the eBGP session between AS2 and AS3.

R1 R4eBGP

AS1 AS3

P1

R2

AS2

eBGPR3iBGP

P1 2 1

Prefix AS-Path

P1 1

Prefix AS-PathPrefix AS-Path

P1 1

Prefix AS-Path

Figure 2.14: Validation: ibgp.

The sixth test, calledreflection, involves four domains (see Fig. 2.15). One of
them, AS1, contains 6 routers connected with an hierarchy ofiBGP sessions. R13,
R14 and R15 are three route-reflectors connected by a full-mesh of iBGP sessions.
R13 has two clients, R11 and R12. R15 has a single client, R16 and R14 has no
client at all. The three other domains contain a single router and are connected to
a different non-route-reflector router in AS1. R2 in AS2 originates a single prefix
P1. We check that all the routers in the topology receive one route towards this
prefix. The simulation generates 26 events. 18 events are dueto the exchange
of OPEN messages to establish the 9 BGP sessions. The other 8 events concern
the propagation of the UPDATE message originated by R2. Thismessage is first
propagated to R11, then to R13 which reflects it to R12, R14 andR15. R14 cannot
reflect the UPDATE to R15. R12 propagates the UPDATE to R3. R15reflects the
UPDATE to R16 which subsequently redistribute it to R4.

We summarize in Table 2.6 the validation tests inspired fromthe SSFNet im-
plementation. We compare the number of events required by the SSFNet simulator
to perform these validations to the number of events required by C-BGP. An event
in the SSFNet simulator can represent the reception of a message or the expiration
of a timer. In C-BGP, an event only corresponds to the reception of a message. The
number of events required to complete a simulation is a measure of the complexity
of the simulation. The more events are required, the more thesimulation will last.
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Figure 2.15: Validation: reflection.

SSFNet C-BGP
route-distrib 44 4
propagation 6729 10
select 7120 10
withdrawals 73 4
ibgp 927 9
reflection 6370 26

Table 2.6: Comparison of the number of events required for simple simulation
scenarios.

2.5.7 Convergence properties

In this section we discuss the convergence properties of C-BGP in presence of
naughty BGP configurations. It has been shown that the BGP protocol will not lead
to a stable solution in certain configurations [GW99]. We saythat the protocol does
not converge in these cases. The BGP protocol may also lead tonon deterministic
solutions in certain cases. Griffin and Wilfong have explained in [GW99] some
simple situations where BGP is not able to find a solution or will not always lead to
the same solution. In [GH05], a more complex situation involving the communities
attribute has been shown to lead to unstable solution. SinceC-BGP does not exactly
reproduce the dynamics of BGP, it is important to ask what will be its behavior
when it is used to solve such configurations.

The message propagation model of C-BGP relies on a single global linear
queue. This queue guarantees that the ordering of messages is kept on each BGP
session. In addition, messages that are issued at a given time are delivered before
messages issued at a later time. To the opposite of discrete-event simulators, the
propagation of messages in C-BGP is deterministic. Any execution of a simula-
tion script will lead to the same outcome while in discrete-event simulators, the
outcome of the simulation may depend on the seed of the pseudorandom number
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generator6. This has a consequence on the convergence of the simulations per-
formed with C-BGP.

In this section, we discuss how C-BGP will behave when used tosolve the
simple configurations described in [GW99]. In the case wherea BGP configuration
has multiple stable solutions (see the DISAGREE case for instance), the simulation
will not converge. In the case of a BGP configuration without astable solution
(such as the BAD-GADGET), the behavior of C-BGP will be the same as with
discrete-event simulators.

DISAGREE

The most simple configuration described by [GW99] is called DISAGREE. This
configuration is shown in Fig. 2.16. There are three routers R1, R2 and R3, each
one in a distinct AS. A prefix is originated by R1. R2 prefers the routes received
from R3 over the routes received from R1 (indicated by the “+”on the arrow).
Similarly, R3 prefers the routes from R2 over those receivedfrom R1. In this
situation, there are two possible stable solutions. The first solution is R2 selects
the route through R3 and R3 uses its direct route to R1. The second solution is R2
uses its direct route towards R1 and R3 uses the route throughR2.

R2 R3

R1

+ +

Figure 2.16: DISAGREE: a configuration that admits multiplesolutions.

In real routers, BGP will often find a solution to this configuration. It will thus
eventually chose one of the two solutions, but we do not know which one. With
discrete-event simulators, the simulation might convergeto one of the solutions, in
a non-deterministic manner. To the contrary, if we run C-BGPwith such a config-
uration, it will never find a solution. It will keep sending BGP messages between
R2 and R3 forever. The reason for this is due to the model of thepropagation of
BGP messages in C-BGP. Let’s take a deeper look at what will happen in C-BGP.

In Fig. 2.17, we show the DISAGREE configuration and 8 steps ofthe C-BGP
convergence. Each step corresponds to the processing of themessage that was at
the top of the queue in the previous step. We show with an arrowthe pair of routers
that exchange a message, as well as the content of the global FIFO queue after
the message has been processed. The messages shown with the darkest color are
the messages enqueued during this step. For instance, step 1represents the initial

6This is especially true in discrete-event simulators relying on calendar queues where random
jitter is introduced in order to better balance the number ofevents in each of the calendar’s pages.
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Figure 2.17: DISAGREE: divergence with C-BGP.

origination of a prefix by R1. This results in the addition of two messages in the
FIFO queue, destined for R2 and R3. During step 2, the first message, destined to
R2, is extracted from the queue and delivered to R2. Upon the reception of this
message, R2 pushes a new message onto the queue, destined to R3. We do not
describe the other steps, but we note that the state of the network as well as the
content of the FIFO queue are equal at the end of step 3 and step7. This means
that the simulation will never converge.

The divergence of the above system when it is run with C-BGP isdue to the
fact that the message passing model in C-BGP does not consider the propagation
delay along the links. The time to cross any link is equal. Hence, both R2 and
R3 receive the initial UPDATE messages of R1 at consecutive steps. The same
situation occurs for the UPDATE messages they propagate to each other. These
UPDATE messages cause both R2 and R3 to select the route advertised by the
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other and subsequently withdraw the routes they have previously advertised. These
WITHDRAW messages are also received at consecutive steps. Finally, both routers
switch to their respective direct route and the cycle startsover.

To clarify the above experiment, let’s take a modified version of the original
DISAGREE system that we call DISAGREE2 (shown in Fig. 2.18).The BGP
configuration of the DISAGREE and DISAGREE2 systems are equal. However,
we have introduced two additional routers N1 and N2 between R1 and R2. These
routers do not run BGP. Their purpose is only to introduce a delay in the propa-
gation of the messages exchanged between R1 and R2. With thissystem, C-BGP
will find one of the solutions of the system7.

R2 R3

R1

+ +

N1

N2

Figure 2.18: DISAGREE2: a configuration that admits multiple solutions.

The reason for the convergence in this case is that R2 receives the route towards
the prefix from R3 before the routes from R1. When it later receives the route from
R1, no new messages are generated since this new route is not preferred and the
best route of R2 does not change. The whole convergence for DISAGREE2 is
shown in Fig. 2.19.

We can conclude that in the case of a BGP system that admits more than one so-
lution, C-BGP might converge to one of the solutions(example of DISAGREE2)
or it might diverge as well (example of DISAGREE). It will depend on the path
explored by C-BGP in the evaluation graph of the system [GW99]. For the DIS-
AGREE system, C-BGP follows a valid activation sequence that leads to diver-
gence. However, for a given system, C-BGP will always produce the same out-
come: divergence or one particular solution. The outcome will not change from
one run to another.

The DISAGREE situation can occur in the real world. However,we can con-
sider that it will always converge because it is very unlikely that the BGP mes-
sages are propagated and processed with exactly the same sequence as shown in
the example of Fig. 2.17. Though it is very likely to converge, this configuration
is undesirable. The reason is that its outcome is unpredictable. For network op-
erators that want to predict how their traffic will be forwarded, this situation has
to be avoided. Determining if a BGP configuration admits a unique solution has

7Note that in reality, a single additional router would suffice to make C-BGP converge for this sys-
tem because OPEN messages are first exchanged. The explanation with OPEN messages is similar
but more complex since more messages and more steps are required.
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Figure 2.19: DISAGREE2: convergence with C-BGP.

been shown to be NP-hard [GW99]. In [NCM02], Nykvist et al have proposed a
tool that allows to stochastically explore some of the possible solutions of a BGP
configuration admitting more than a unique solution.

BAD-GADGET

The second configuration described by [GW99] is named BAD-GADGET. It is
depicted in Fig. 2.20. In this configuration, there are four routers: R0, R1, R2
and R3. R0 advertises one prefix. Each router that is not directly connected to the
originated prefix prefers the route learned from its counter-clockwise neighbor. In
this situation, the BGP protocol is unable to find a solution.

R1 R2

R3

+
+R0

+

Figure 2.20: BAD-GADGET: a configuration without a solution.

We show in Fig. 2.21, the first steps of the simulation of the BAD-GADGET
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Figure 2.21: BAD-GADGET: divergence in C-BGP.
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system with C-BGP. We use the same convention than for the DISAGREE and
DISAGREE2 systems. However, in this example, we also show the content of
the Loc-RIB and Adj-RIB-ins in the gray box near each router.The top route
represents the current best route. We observe that each router will progressively
select a route with an increasing AS-Path length, until it can not advertise its best
route to its neighbors (since it would cause a routing loop).Withdraws are then
exchanged and each router falls back to the direct route through R0. Then, the
cycle starts over...

In the case of a BGP system that admits no solution (such as BAD-GADGET),
C-BGP will always divergebecause the corresponding evaluation graph does not
contain a path leading to a stable state [GW99]. The behaviorof C-BGP will not
depend on the number of steps required to exchange a message over a BGP session.
It will also be consistent across multiple runs.

Note that the BAD-GADGET configuration is a situation that must be avoided
in real configurations since it will not reach a stable solution and cause an end-
less exchange of messages. The problem of detecting such misconfigurations in
a network configuration is difficult. It has been shown that determining if a BGP
system is solvable is NP-hard [GW99]. Other BGP configurations involving the
MED attribute can also lead to oscillations as shown in [GW02b, GW02a].

2.5.8 Performance

In this section, we evaluate the performance of C-BGP. We rely on different topolo-
gies and we measure the execution time as well as the maximum memory con-
sumption of C-BGP. For this purpose, we rely on the memtime utility [Ben02]. To
measure the memory consumption of a process, memtime uses sampling and keeps
the maximum amount of memory among the samples. The samplingrate is fixed
to 100ms.

Our first performance evaluation relies onsynthetic AS-level topologiesgen-
erated by BRITE [MAMB01]. We use the Waxman [Wax88] and Barabasi-Albert
[BA99] probability models. For the Waxman model, we rely on the default pa-
rametersα = 0.15 andβ = 0.2. The Barabasi-Albert model has no parameter.
BRITE has an additional parameterm which defines the number of links added
per new node. We usem = 2 andm = 4. For each model and value ofm, we
generate topologies with the following numbers of nodes: 20, 50, 100, 200, 500,
1000, 2000, 5000, 10000 and 20000. For each generated topology, we perform 10
simulations using C-BGP, where we inject a prefix at one single router. The prefix
is originated at a different router each time. These simulations were performed on
an Intel P4c©CPU running at 2.66 MHz, with 512 MB of RAM.

We show the results in Fig. 2.22 for the execution time and in Fig. 2.23 for the
memory consumption. A first observation is that for a given topology generation
model and for them parameter fixed, the execution time grows linearly in function
of the number of nodes. Note that in the topologies generatedby BRITE, the
number of edges is equal tom times the number of nodes. So the simulation time
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Figure 2.22: Execution time for Waxman and Barabasi-Alberttopologies.
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Figure 2.23: Memory consumption for Waxman and Barabasi-Albert topologies.

is also proportional to the number of edges. Secondly, the structure of the topology
influences the execution time. For the same number of nodes/edges, the simulation
time differs from one model to another. We looked at the number of decision
process executions in each router for both models (see Fig. 2.24). We observe that
for the same number of nodes and edges in the topology, the Barabasi-Albert has
a significantly higher number of routers that require a larger number of decision
process executions during the simulation. One possible explanation is that the
routers with an higher node degree require more decision process executions. In the
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Barabasi-Albert topology, for the same average node degree, there are more nodes
with an higher degree. Finally, we observe that the origination point for a prefix
has an impact on the simulation time. We show for each topology the minimum
and maximum execution time. For the Waxman model, there is small variability.
For the Barabasi-Albert model, the execution time varies more. For example, for
the 20000 nodes topology withm = 4, the execution time is comprised between
23.53s and 30.07s.
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Figure 2.24: Number of BGP decision process executions per router.

On Fig. 2.23, we observe that the memory consumption is proportional to the
number of nodes/edges. There is no difference between the topologies generated
with the Waxman model or the Barabasi-Albert model for a given value ofm (the
curves are mixed up on the figure). The memory consumption is mainly propor-
tional to the number of BGP routes stored in the RIBs. In thesesimulations, no
policies were used, hence a route is sent on most BGP sessions.

Our second performance evaluation relies on anAS-level topologyinferred by
Subramanian et al from multiple BGP routing tables collected from multiple van-
tage points [SARK02]. The topology we use is dated from the 10th of February
2004. It contains 16921 nodes and 37271 edges. The advantageof this topology
is that it contains the business relationships between any two AS. We enforce the
policies underlying these business relationships in C-BGPusing route filters (see
Section 2.5.4). We perform 100 simulations where a single prefix is originated
from a different AS each time. In order to compare the performance of the simula-
tor with and without policies, we also perform the same simulations without setting
up the route filters.

We show the results of these simulations in Fig. 2.25. We distinguish the simu-
lations with policies and without policies (NP). We also distinguish the setup time
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Figure 2.25: Execution time and memory consumption for Subramanian et al topol-
ogy.

from the complete execution time. Note that the execution time includes the setup
time. We can first observe that the setup time is slightly increased when route fil-
ters are added. There is one filter for each side of a BGP session, i.e. 74542 filters
to setup. Second, the execution time is smaller when policies are enforced. This is
due to the fact that route filters prevent some routes to be propagated. Fewer BGP
messages are thus propagated. The average execution time is5.2s for simulations
performed with policies and 73.9s for those without policies. In addition to this,
there is an high variability of the simulation time among thevarious simulations.
This means that the origin of the prefix in the topology has an important impact
on the simulation time, as we already noticed for the synthetic topologies. For
the simulations without policies, the total execution timeranges from 41.14s. to
262.02s while the mean execution time is 73.9s.

Concerning the memory usage, we observe that the simulations with policies
already consume more memory after the setup phase (89.3 MB onaverage) than
the simulations without policies (70.1 MB on average). Thisis due to the 74542
route filters that are created. We can therefore estimate that a route filter consumes
on the order of 257 bytes on average. To the contrary, the memory consumption af-
ter the complete execution does not differ much between the simulations with and
without policies (140,312 KB and 140,306 KB respectively, on average). Again,
the simulations with policies propagate less routes than simulations without poli-
cies since some routes are filtered. This accounts for a difference of memory usage
on the order of 19 MB.

Finally, we evaluated the performance of C-BGP on cliques composed ofN
routers. Cliques are the worst topologies for our performance measurements since
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their connectivity is the highest. Above the clique, we perform simulations with
a full-mesh of iBGP sessionsand with afull-mesh of eBGP sessions without
policies. A full-mesh of iBGP session is the typical iBGP deployment in small to
moderate size networks. A full-mesh of eBGP session is less frequent, but it can be
found in the dense core of the Internet topology, between thetier-1 ASs. For each
simulation scenario, we vary the number of routers,n, and the number of prefixes
advertised per router,p. Each router originatesp different prefixes. We performed
our measurements on an Intel P4R©CPU running at 2.66 GHz, with 2 GB of RAM.
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Figure 2.26: Simulation time for full-meshes of iBGP sessions.

We show the results of the iBGP full-mesh simulations in Fig.2.26 and Fig. 2.27.
We observe that both the simulation time and the memory consumption grow lin-
early with the number of prefixes originated (p). This was expected since this only
increases the number of prefixes propagated and the number ofentries in the RIBs.
On the other side, these metrics increase quickly as a function of the number of
routers. This was also expected since a router cannot propagate to an iBGP neigh-
bor a route that it has received from another iBGP neighbor. Each router will only
advertise its own prefixes to then − 1 other routers. The total number of adver-
tisements forn routers each advertisingp prefixes is thereforep.n.(n − 1). The
execution time and the memory consumption should evolve asO(n2).

We show the results of the eBGP clique simulation in Fig. 2.28and Fig. 2.29.
As for the iBGP full-mesh, the simulation time and the memoryconsumption are
linear functions of the number of originated prefixesp. To the opposite of the iBGP
full-mesh, the routers can propagate over an eBGP session the routes they have re-
ceived through another eBGP session. At the end of the convergence, each prefix
originated by a router will be propagated ton − 1 neighbors that will select this
route as best since it has the shortest AS-Path length. Theseneighbors will subse-
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Figure 2.27: Memory consumption during the simulation of full-meshes of iBGP
sessions.
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Figure 2.28: Simulation time for full-meshes of eBGP sessions.

quently propagate this route to their ownn − 2 other neighbors. These neighbors
will not select this route as best and the propagation stops.The total number of
advertisements is thereforep.n. ((n− 1) + (n− 1).(n − 2)) = p.n.(n− 1)2. The
memory consumption and the execution time should thereforeevolve as a cubic
function ofn.

Note that theoretically, path exploration can occur and a path-vector protocol
such as BGP can explore as much asO ((n− 1)!) alternative paths in a clique
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Figure 2.29: Memory consumption during the simulation of full-meshes of eBGP
sessions.

composed ofn routers before converging [LABJ00, PAMZ04]. This occurs when
routers receive several routes to a destination before receiving their final best one.
In the case of our simulations, there is no path exploration for two reasons. First,
no policies are applied. Second, due to the message passing model of C-BGP,
the routes are forwarded along each link as if the links have the same propagation
delay. This means that the first route received by each routeris the best one.

2.5.9 Scalability

One of the most important resources consumed by BGP simulations is the mem-
ory. Indeed, a single BGP routing table may contain up to hundreds of thousands of
routes [Hus05]. Each BGP route is stored in memory with a lot of attributes: des-
tination prefix, Local-Pref, MED, next-hop, AS-Path, Communities, Originator-ID
and Cluster-ID-List. Some of these attributes like the AS-Path or the Communities
can require a lot of space to be stored depending on how many ASs have been
crossed by the route and how many times it has been tagged witha Community
value.

Storing these routes in a router requires a large amount of memory, on the or-
der of tenths of megabytes. The memory consumption of a single router depends
on different factors. First, the number of peerings determines how many different
routes towards a given prefix could be received by the router.Second, the num-
ber of prefixes originated in the simulation determines how many different entries
will appear in a routing table. The number of destination prefixes appearing in
a full BGP table was above 176.000 [Hus06] at the time of this writing. If m is
the number of peers of one router andp is the number of prefixes originated in
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the simulation, then the upper bound on the number of entriesin its routing table
(including Loc-RIB and Adj-RIB-in/out) will be on the orderof O(p.(m − 1).2).
This can become quite important when the size of the topologyincreases. Espe-
cially inside large domains, when a full-mesh of iBGP sessions is used, a router
will peer with all the other BGP routers in the domain. In a domain containingn
BGP routers, the number of internal BGP sessions of one router will therefore be
n − 1, each session potentially carrying a full BGP table, leading to a worst case
of 2.(n− 1).p routes to be stored in a single router. Fortunately, all iBGPsessions
will usually not carry a full BGP table.

In this section, we characterize BGP routes collected in real world BGP routers.
We observe that they contain a lot of redundancy. Based on this observation, we
discuss the possible reductions of the memory footprint of C-BGP. The scalabil-
ity improvements presented hereafter still make possible to mine the routing data
efficiently. The storage of routing information in the solver is based on a trade-
off between an optimal data structure to handle BGP routes and an optimal data
structure that allows fast lookups.

AS-Path and Communities redundancy

We analyzed real BGP routing tables from Abilene, GEANT, RouteViews and
RIPE and observed that many routes share the same AS-Path. Fig. 2.30 and Fig. 2.31
show the frequency of AS-Paths in routing tables collected in GEANT routers and
collected by the RIPE NCC project8. The figures show that nearly half the AS-
Paths found in a routing table are present in at least 2 different routes. Moreover,
AS-Paths that appear in more than 5 different routes are frequent. The figures also
show that for a single peer, there are about 25.000 differentAS-Paths in the RIPE
routing tables. This number is closer to 20.000 routes in theGEANT routing ta-
bles. The maximum frequency shown below each plot indicateshow many time
the most frequent AS-Path was used. It is around 1400 for bothGEANT and RIPE
RIBs.

The above observation suggests that it is possible to exploit the redundancy
in routing tables to reduce the memory footprint of C-BGP. One simple technique
would be to keep a single instance of each different AS-Path in memory. All the
routes sharing the same AS-Path would then have a reference to the instance of
the AS-Path. This can easily be done by storing the AS-Paths in an hash table.
In addition, each route has a pointer to the AS-Path stored inthe hash table. This
is not a new technique: BGP implementations such as GNU Zebraand Quagga
[Ish96, Qua03] or commercial routers [ZB03] already encodetheir routing tables
this way. In contrast with a Zebra/Quagga BGP daemon, in C-BGP, we can share
the global AS-Path repository among multiple routers, further taking on the redun-
dancy. For example, in a single domain configured as a full-mesh of iBGP sessions,
there will be an high AS-Paths redundancy since this attribute is not changed when

8We show an analysis of additional routing tables in AppendixA.
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Figure 2.30: Frequency of AS-Paths in GEANT routing tables.
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Figure 2.31: Frequency of AS-Paths in RIPE routing tables.

propagated over iBGP sessions. A single route received froman eBGP peer and
selected as best by the domain’s border router will be redistributed with the same
AS-Path to then − 1 iBGP neighbors. Encoding of BGP routing tables is imple-
mented using this technique in the latest versions of C-BGP.

We performed the same analysis of routing tables and looked at the frequency
of occurrence of the Communities value. We took the Communities as they ap-
peared in the routing tables, without taking into account the fact that Communities
with the same values in different orderings should be considered as equal. We show
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our results in Fig. 2.32 and Fig. 2.33. The situation is even better here than with
AS-Paths since the redundancy is higher. We found that more than two thirds of
the Communities are used in at least two routes. The maximum frequency is also
far higher than for AS-Paths. For Communities, it ranges from 114,905 in GEANT
RIBs to 153,387 in RIPE RIBs.
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Figure 2.32: Frequency of Communities in GEANT routing tables.
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Figure 2.33: Frequency of Communities in RIPE routing tables.

The same technique as for AS-Paths can therefore be used to reduce the mem-
ory consumption due to the Communities attribute. The same observation as for
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AS-Paths can also be done for routes redistributed over iBGPsessions since the
Communities attribute will seldom be changed inside the iBGP. At least changing
the BGP attributes of routes propagated over iBGP sessions is not a recommended
practice.

Further memory reduction

In addition to the redundancy of attributes in a single RIB oracross multiple RIBs,
there is also an high redundancy of routes across multiple RIBs. In the real world,
each BGP router keeps its best routes in its own RIB. In addition to this, each
router also keeps the routes it has sent to its neighbors in its Adj-RIB-outs. The
neighbors keep the same routes in their Adj-RIB-ins. In sucha situation, the routes
are duplicated in C-BGP. In a full-mesh of iBGP sessions, theduplication is even
worse since the same route will be copiedn−1 times in the Adj-RIB-outs andn−1
times in the Ad-RIB-in of the iBGP peers. In genuine BGP router implementations
this problem is solved with two different approaches.

In CISCO IOS for instance, the notion of peer groups [Sys05b]has been in-
troduced. The aim of a peer group is to reduce the amount of system resources
used in the generation of an UPDATE message. It also allows toshare a single
Adj-RIB-out among all the neighbors belonging to the same peer group. In Zebra
and Quagga, peer-groups are also supported but they need notbe specified in or-
der to benefit from a reduced memory footprint. In a similar way to AS-Paths and
Communities, Zebra and Quagga route attributes are also stored in an hash table
allowing equal attributes to be shared among multiple routes.

In the routing solver, we can go further since route attributes can be shared
among multiple routers allowing multiple routers to share equal route attributes.
This is especially efficient in the case of the iBGP full-meshes where attributes
are seldom changed over iBGP sessions. This technique is notyet implemented in
C-BGP.

Another scalability improvement that might prove useful has been proposed
in [HK03] by Hao and Kopol. It consists in storing the AS-Pathof the routes
computed during a simulation in a global RIB. This global RIBwould be composed
of multiple trees rooted at the origination router of each prefix. Hao and Kopol did
not evaluate this technique.

2.6 Conclusion

In this chapter, we have first setup the requirements for a model of BGP suitable
to evaluate the routing decisions taken by BGP in large topologies. We surveyed
the tools currently available to simulate such BGP routing decisions. We explained
that BGP daemons such as Zebra or Quagga, though they are the most accurate
and versatile open-source implementations of BGP, requiretoo much time for the
computation of routes. On the side of packet-level simulators, the most mature
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implementation of BGP comes with the SSFNet simulator but itdoes not support
the complete BGP decision process. In addition, packet-level simulators currently
require too much computer resources to be used on large topologies. We concluded
that at the time of this writing, no suitable tool was available.

We have therefore introduced our own model, that we call aBGP routing
solver. Its purpose is the computation of the outcome of the BGP decision process
in multiple routers. The underlying hypothesis of this BGP routing solver are as
follows. Firstly, we do not model the time in our solver sincewe are not interested
in the transient states of routing convergence but only in its outcome. Secondly,
we do not model the various timers that are used in BGP routers. Thirdly, we do
not model the TCP protocol used to support the BGP sessions. Instead of this, we
rely on a single global linear queue to guarantee the messageordering. Finally, we
use a steady-state model of an IGP protocol to compute the paths that underly the
BGP sessions. On top of this model, we reproduce accurately how the BGP UP-
DATE and WITHDRAW messages are exchanged between routers. We also use a
complete implementation of the BGP decision process to select one best route per
destination. Finally, our routing solver supports versatile input and output filters
that can be configured on a per-session basis. This makes possible the definition
of complex routing policies such as in real world networks. We have developed C-
BGP, an implementation of our BGP routing solver that we madepublicly available
[Quo03b].

We have validated C-BGP by performing basic behavior tests such as the ex-
change, the propagation and the selection of routes. We alsotested more advanced
behaviors such as the convergence in an environment composed of several route-
reflectors forming a complex hierarchical iBGP configuration. In addition to this,
we have studied the behavior of C-BGP in presence of naughty BGP configura-
tions. We have shown that due to its deterministic exploration of the evaluation
graph, C-BGP behaves consistently from one run to another which might not be
the case in packet-level simulators. The determinism of C-BGP is an advantage
for evaluating routing what-if scenarios and traffic engineering techniques since it
allows to perform reproducible experiments.

Finally, we evaluated the performance of C-BGP on several synthetic topolo-
gies. We measured both the execution time of the simulationsand the maximum
memory consumed during their execution. We observed that the main limitation
of C-BGP is its memory consumption. We are still improving C-BGP in order to
enhance its scalability. We discussed how the memory consumption of C-BGP can
be reduced by taking on the redundancy in a single BGP RIB and across multiple
RIBs. Some of the techniques discussed are already implemented in C-BGP at the
time of this writing.

We conclude that simulating BGP on large scale topologies isfeasible with
C-BGP at a reasonable cost on a single PC or a small cluster9. We apply C-BGP

9Distributing a C-BGP simulation on multiple CPUs is possible using a simple data-
decomposition pattern [MSM05]. If no prefix aggregation is done, it is possible to allocate to each
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to the modeling of a single domain in Chapter 3 and to large scale topologies in
Chapters 4 and 5.

CPU a subset of the destination prefixes. Then, each CPU computes the BGP routes towards its
prefixes only.





Chapter 3

Modeling the routing of an ISP

3.1 Introduction

The main service provided by Internet Service Providers (ISPs) is best-effort. To-
day, customers are asking for a better than best-effort service as well as guaranteed
performance and reliability. New widely deployed servicessuch as VPN or VoIP
require increased performance guarantees from the network. For this reason, ISPs
are very sensitive to the resilience and performance of their network. They try to
provide quality assurance to their customers through Service Level Agreements
(SLAs) [FE04]. Therefore, ISPs seek to build networks that will accommodate
varying traffic loads and be robust to link and router failures. To satisfy the tight
constraints of the SLAs, ISPs engineer their network to ensure the best perfor-
mances, like minimizing the delay across the network or preventing congestion to
occur on access links.

Today, the complexity of ISPs’ networks make it difficult to investigate the im-
plications of internal or external changes on the distribution of the traffic across
their network. Several studies have recently examined the interaction between the
IGP and BGP protocols. Based on the AT&T network, Teixeira etal have shown
[TSGR04] that IGP changes in IP networks could cause shifts in the traffic and
externally-visible BGP updates. Such BGP updates can lag more than 60s after
the corresponding IGP event, causing extra-delay in the forwarding-plane conver-
gence. In [ACBD04], Agarwal et al studied the impact of BGP updates on the
intradomain traffic matrix of Sprint. They concluded that although a lot of BGP
updates were received, the traffic matrix remained stable. This was predicted by
Uhlig et al [UMB+04] who showed that the routes towards the majority of Inter-
net destinations are stable. In [ANB05], Agarwal et al examined how hot-potato
influences the choice of IGP metrics in the European part of Sprint and concluded
that hot-potato could lead to sub-optimality by as much as 20% of link utilization.
In [TAR05], Teixeira et al present a consolidated view of theresults of several
measurement studies performed in AT&T and Sprint. They conclude that building
a model of a large tier-1 network is difficult and advocate thedevelopment of a

69
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model of the interplay between the network topology, the routing protocols, the
traffic and the network events.

No modeling tool currently fully captures both the diversity of the routes an-
nounced by the neighboring domains nor the details of the routing configuration
inside an AS. In [FGL+00], Feldmann et al described Netscope, a tool to study and
visualize the flow of traffic in a backbone network. Netscope focuses on intrado-
main only1. In [FWR04], Feamster et al described a BGP emulator that allows
to compute the BGP routing decisions in a single AS. Unfortunately, this tool is
proprietary and not publicly available. Recently, Teixeira et al proposed a model of
the sensitivity of hot-potato changes on the BGP route selection process [TGVS04].
The analytical formulation proposed in [TGVS04] however reproduces neither the
full BGP decision process nor the complexity of the working of BGP inside an AS
[HP00]. This analytical model is not available as a tool thatcan be used by network
operators.

On the side of commercial products, it is unclear whether tools really take into
account the BGP information and how they do it. The Cariden MATE framework
[Tec05a] is a capacity planning and traffic engineering product. It recently started
to support interdomain routing, but this is not documented yet. The BGP support in
WANDL IP/MPLSView [Lab05] is currently limited to simple BGP configuration
checks. Product informations from OPNet about their SPGurutool [Tec05b] claim
that BGP is taken into account in some way. We were unable to get more precisions
from OPNet.

As we will show in this chapter, understanding the routing oflarge ASs not
only requires to model the routing inside the AS, but more importantly taking into
account the routing information received from neighbor ASs. We describe in Sec-
tion 3.2 how to model the routing of an ISP network. We explainwhich information
is required in order to build such a model and why it is so complex. We apply our
methodology on a transit network and provide two applications of our model to
study the behavior of this AS in Section 3.5. The first scenario studies the impact
of changes in the Internet connectivity of the transit network. The second investi-
gates the impact of single internal link and router failures. Finally, we conclude in
Section 3.6.

3.2 Modeling an Autonomous System

In this section, we describe how to build a model of an ISP network that is suitable
for the routing solver described in Chapter 2. We show that building such a model
is a task that includes several aspects, starting from understanding the AS’s archi-
tecture, gathering network data, building a representation of the AS’s network and
ending up with a model suitable for the routing solver.

1Netscope has a support for external destinations reachablethrough multiple egress points. It
does not support BGP though.
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In order to model the routing of an ISP, we need to build a modelthat resembles
the example of Fig. 3.1. First, we need to model the network topology. In the
example, the topology is composed of routers R1 to R6 and the links between
them. Since we are interested in interdomain routing, we also need to include in
the topology the interdomain links that connect the border routers of the ISP to
the border routers of other ISPs. In our example, the model contains 7 interdomain
links that connect the ISP to 5 neighbors. Then, we need to obtain the configuration
of the intradomain routing protocol to be able to compute theintradomain routes
of each router. We also need to define the BGP sessions betweenthe routers. This
includes the iBGP sessions between the routers of the modeled ISP. These iBGP
sessions may be organized in an hierarchy using route-reflectors. This also includes
the eBGP sessions between the border routers and the external peers. In particular,
these eBGP sessions will allow us to feed the model with the interdomain routes
learned by the ISP. Finally, if we want to study the impact of routing changes on
the traffic, we need to include in the model “flows” of traffic entering at one ingress
point and exiting at a computed egress point.
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Figure 3.1: Overview of the model of an ISP.

We discuss in the following sections how the information required to build this
model can be obtained. We also explain what are the current technical challenges
in gathering these data.

3.2.1 Gathering routers’ configuration

The first part towards building an AS’s model consists in retrieving its configura-
tion. The configuration of the network is spread all over its routers. The configu-
ration of a router includes the following elements which arerelevant for a routing
model. First, it contains themapping between the physical links and the layer-
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three links. Note that IP tunnels are also important in practice and theycan be
seen as additional layer-three links. Each physical interface (or group of physical
interfaces in the case of link bundles) will receive one or more IP addresses identi-
fying the link endpoint. Second, the router configuration contains theIGP metric
associated with a layer-three link. If the IGP is hierarchical, the configuration of
a router also contains the definition of the areas to which it belongs. Finally, the
router configuration contains the definition of theBGP sessionsthe router has with
its neighbors. For each BGP session, the configuration indicates whether it is inter-
nal or external. If the router is a route-reflector, the configuration will also indicate
for which session reflection is allowed. This configuration usually also includes the
BGP policies that are enforced on each session. The configuration of the routers
also contains many other parameters that we do not discuss here since they are not
required to build our model.

Handling the routers’ configuration in a large network is difficult. First, in a
large IP network, the volume of information found in the routers’ configurations is
far too large for a human to be able to deal with it manually. Second, the configura-
tions of the routers vary and there are frequently inconsistencies between different
routers in the same network [FR01, QN04, FB05]. For instance, it is not rare to find
half-defined BGP sessions, that is the session is defined in the configuration of one
router but not in the configuration of its peer. Finally, manynetworks use hetero-
geneous equipment. The configurations are thus written in different configuration
languages. Sometimes, some options even depend on the version of the network
equipment’s operating system. There is therefore a need to automate the process
of analyzing the network configuration and to properly report inconsistencies.

Most of the time, discussion with the operator as well as cross-checking the
files will be required in order to exploit the network configuration.

3.2.2 Representing the topology

The second step of the model construction consists in building a model of the net-
work topology. As explained in Chapter 2, we do not include the physical/facility-
level details since we do not need them in order to be able to accurately model
how the route selection is performed in the AS. We need to build a graph of IP
routers and layer-three links. To build this topology, we can rely on the configura-
tion of the routers as described above. Another possibilityis to dump the topology
database built by one router2. Indeed, since with link-state routing protocols such
as OSPF or IS-IS, each router in the domain builds its own database of the adjacen-
cies between routers, it is possible to rely on the database of adjacencies built by
a single router. In practice, a workstation running an IGP daemon such as Quagga
[Qua03] will be used for this purpose and will have an adjacency with a router in
the domain. This method requires to configure a new adjacencyin a router of the
network. In the case of an hierarchical IGP, a capture of the topology database

2This can be done using theshow isis database verbose for IS-IS in CISCO routers.
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in each area is needed. Some network operators prefer to relyon wiretapping the
IGP on an Ethernet link [Bon05] since it requires less configuration efforts. This
method has the inconvenient of missing the history of past LSPs and it may take
some time to have a correct view of the topology.

One difficulty that can be encountered in this part is mappingthe nodes and
edges of the model with the real networking equipment. Various IP addresses might
be used to identify various parts of the equipment. Routers might have multiple
IP addresses corresponding to different physical interfaces and different loopback
addresses. In certain configurations, the IP address used toidentify the router in
the IGP differs from the IP address that identifies the routerin the BGP protocol.
One solution to this consists in mapping all the addresses ofone router to a single
IP address [Tan06]. This must be done carefully since routing protocols may take
decisions based on this address. This is the case for BGP, forinstance, where the IP
addresses of the routers may be used to break the ties at the last step of the decision
process.

3.2.3 Routing data

The third part of the modeling of an AS consists in feeding it with routing data.
Concerning the intradomain routing, the routes may be computed based on the
adjacencies found in the graph of the model and on the IGP metric of the existing
edges. For the interdomain routing, additional information needs to be inserted
in the model. The AS’s routers will perform their route selection based on the
external routes received through BGP by the border routers.These routes have
to be captured and to be injected into the AS’s model. To be able to perform
very accurate predictions with the model,all the eBGP routes learned by the AS
should be collected.

Collecting all the BGP routes learned by an AS can be an operational problem.
Technically speaking, it is possible to capture all the BGP routes that are received
on the peering links of the AS. It is also possible to log in on all the border routers
and ask them to dump all their eBGP routes. In practice however, due to current
limitations in the routers’ software and to the reluctance of operators to perform
these operations on the production routers, collecting theeBGP routes is not that
simple. The technique used to collect the BGP data depends onthe AS’s network,
but one common technique is to rely on a dedicated workstation running a software
implementation of BGP such as Quagga [Qua03] that has passive BGP sessions
with the BGP routers of the AS (see Fig. 3.2). In a small or medium size network
with an iBGP full-mesh, all routers will have an iBGP sessionwith the workstation
and all the best routes of the routers will be learned. In large networks, each router
cannot maintain an iBGP session with the route collector andonly a subset of the
routes will be collected. Typically, large networks rely onan iBGP hierarchy and
routes will be collected on important route reflectors.

It is important to notice that using a subset of the BGP routesmay lead to
inaccuracies in the model since possible egresses for some destination prefixes



74 Chapter 3. Modeling the routing of an ISP

R1

R2

R3

R4

R5
R6

AS X

X1

AS A

A1
A2

iBGP
full-mesh

AS B

B1

Prefix: P2
Path: X:2
Pref: 150

Prefix: P2
Path: A:200:2
Pref: 80

Prefix: P2
Path: A:200:2
Pref: 80

Prefix: P2
Path: B:200:2
Pref: 80

Prefix: P2
Path: B:200:2
Pref: 80Prefix: P1

Path: A:100:1
Pref: 80

Prefix: P1
Path: A:100:1
Pref: 80

Prefix: P1
Path: B:100:1
Pref: 80

Prefix: P1
Path: A:100:1
Pref: 80

collection
point

Figure 3.2: Limited view on eBGP routes.

will be unknown. For example, let’s have a look at Fig. 3.2. Wefirst consider the
case of the routes learned towardsP1. Two routes are received byR1 andR2 from
ASA. Two routes are also received byR2 andR3 from ASB. Each border router
(R1, R2 andR3) propagates a single best route in the iBGP. R2 has received
two eBGP routes and advertises a single one in the iBGP. Whichone is advertised
depends on the outcome of the decision process inR2. A second possible case
concernsP2. Routes towards this prefix are received fromASA, ASB andASX.
But the preference of150 given to the route received fromASX is higher than the
preference given to routes received fromASA andASB (80). This means thatR4
propagates this route in the iBGP and it is subsequently selected as best byR1,
R2 andR3 as well. The consequence is thatR1, R2 andR3 do not advertise their
eBGP routes towardsP2 in the iBGP and the collection point is thus not aware of
them.

New approaches such as the BGP monitoring Protocol (BMP) [Scu05] are cur-
rently discussed at the IETF. BMP allows an easier access to the BGP routes known
by a router (including the Adj-RIB-in). Juniper routers also have a hidden feature
that allows them to advertise in the iBGP the best route learned over eBGP sessions
if their current best route was learned from the iBGP3.

3The magic JunOS command to enable the advertisement of the external best route isbgp
advertise-best-external-to-internal
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3.2.4 Traffic statistics

The fourth part required to model an AS concerns the traffic. For an AS, the traffic
information raises serious problems [VE04]. In an intradomain model of the AS,
only the router-router traffic matrix needs to be considered. This level of detail is
sufficient since changes in the intradomain routing will only change the paths from
router to router, not the volume of data sent from one router to another. In this case,
one can rely on SNMP measurements on the external interfacesof the AS and use
techniques such as tomo-gravity [ZRDG03] to infer a router-router traffic matrix.
The accuracy of these techniques is questionable [GJT04]. Another technique that
can be used in ASs where MPLS is deployed is to collect per-LSPstatistics.

When considering a model of an AS that provides transit service, the router-
router matrix is not sufficient . One must consider the prefix-prefix matrix
since (1) the egress router selected by an ingress router to reach a destination prefix
may change and [TGVS04] (2) the ingress router where the traffic from a prefix was
received may also change. The techniques described above are not applicable here
since they do not provide information on the sources and destinations of the traffic
flows.

One solution is to rely on Netflow statistics [SF02] collected on the border
routers. Collecting such statistics is still an operational issue today [VE04]. The
problems faced by network operators are the following. First, the size of a prefix-
prefix matrix is significantly larger than a router-router matrix. The number of
source and destination prefixes is on the order of 180,000 [Hus06]. Second, acti-
vating Netflow can put an important burden on the border routers. Finally, setting
up such a measurement infrastructure requires a significantinvestment in configu-
ration time and equipment. Consequently, Netflow will usually only be activated
on the peering interfaces that carry a significant fraction of the traffic. In addi-
tion, Netflow sampling [CB05] is also used in order to decrease the volume of the
collected statistics.

3.3 The GÉANT Model

In this section, we describe how we have used our routing solver to model the rout-
ing of a transit network. We use the GÉANT network as a case study. GÉANT is
the pan-European research network and it is operated by Dante. It carries research
traffic from the European National Research and Education Networks (NRENs)
connecting universities and research institutions. GÉANThas PoPs in all the Eu-
ropean countries. All the routers of GÉANT are border routers. Fig. 3.3 shows an
overview of the GÉANT backbone.

3.3.1 Topology

We obtained the layer-three topology of GÉANT from a one-dayIS-IS trace cap-
tured on November 24th, 2004. We cross-checked the obtained topology with a
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Figure 3.3: Overview map of GÉANT (source: http://www.geant.net).

map of the network provided by Dante. We model GÉANT with a graph com-
posed of 23 routers, 38 core links and 53 edge links.

3.3.2 Routing data

In GÉANT, the BGP routes were collected using a dedicated workstation running
GNU Zebra, a software implementation of BGP. The workstation has an iBGP
session with 22 of the 23 border routers of the network. Usingthis technique, it is
possible to collect all the best BGP routes selected by the border routers of the AS.
We used a snapshot collected on November 24th, 2004 and obtained the 640,897
BGP routes propagated in the iBGP. Thus, we know all the best routes currently
selected by each router of GÉANT. This is a subset of all the eBGP routes learned
by GÉANT on its 53 peerings since we do not know the eBGP routescurrently
not selected as best. Having only the eBGP routes currently selected as best may
affect the results of the experiments in the case where an unknown eBGP route
would have been selected instead of the current best one. Note that collecting all
the eBGP routes received by GÉANT would have required the capture of BGP
messages received on the 53 peering links.

The computational complexity of the routes computation is directly propor-
tional to the number of prefixes in the routing tables. A full BGP routing table
can contain more than 180.000 prefixes. However, when considering the routes
announced by all the neighbors of one domain, it appears thata lot of prefixes are
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learned from the same neighbors, with the same BGP quality (Local-Pref, length
of the AS-Path, MED, next-hop) [HP00]. The outcome of the decision process in
the whole network will be the same for these prefixes. For example, on Fig 3.4,
the network receives eBGP routes towards 2 different prefixes: P1 andP2. These
prefixes are learned from the same 3 neighbors and for each neighbor, the BGP
quality is the same for both prefixes. ForP1, the AS-Path received fromA1 is
A:100:10 and forP2, the AS-Path isA:100:20. The length of the AS-Path is
the same for both routes. It is the same for the routes received from A2 and from
Z1. The egress point chosen by the routers in the modeled network is the same for
both prefixes (see dotted arrows in Fig. 3.4). Therefore, we can limit to prefixP1
the computation of the outcome of the BGP decision process inthe model since
the outcome will be the same forP2.
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ISP B
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A:100:20

best routes
towards

P1 and P2

Figure 3.4: Clustering of BGP prefixes.

To assess the applicability of this clustering method on GEANT, we looked
at the eBGP routes collected on November 24th, 2004. We grouped together the
prefixes announced with the same BGP quality by the same neighbor routers. We
ended up with 406 clusters for 105,071 prefixes. This represents a clustering ratio
of 0.27%. We show in Fig. 3.5 the distribution of the number ofprefixes in the
obtained clusters. 80% of the clusters contain less than 67 prefixes. The remaining
clusters can contain up to thousands of prefixes. We also looked at the stability of
the number of clusters along the time. During the period going from the 16th to the
30st of November, 2004, the number of prefixes ranged from 149,438to 150,234.
For this period, the number of clusters was 405.8 on average with a small standard
deviation of 16.5, meaning that the number of clusters did not change a lot during
this period. We observed the same behavior for more recent datasets.

This means that for GEANT, instead of injecting 105.071 prefixes in the sim-
ulator (representing 640.897 different routes), we could only inject 406 prefixes



78 Chapter 3. Modeling the routing of an ISP

 0

 50

 100

 150

 200

 250

 300

 350

 400

 450

 1  10  100  1000  10000  100000

C
um

ul
at

iv
e 

fr
ac

tio
n 

of
 c

lu
st

er
s

Number of prefixes (logscale)

GEANT (November 2004)

Figure 3.5: Cumulative frequency of clusters with the same number of prefixes.

(representing 986 routes) in the model without loosing any information on the out-
come of the decision process. Computing the BGP routes towards the 406 clusters
of GÉANT using C-BGP required only 68s on an Intel P4 running at 2.66GHz and
the memory footprint was only 69MB.

3.3.3 Traffic statistics

To build an accurate model of the traffic, we obtained the Netflow statistics col-
lected on all the edge links of the GÉANT network. In order to limit the volume
of Netflow traces, a Netflow sampling rate of 1/1000 is used. This still generates
in the order of 150 GB of gzipped traces per month of traffic. Hence, we further
summarized the Netflow information by aggregating the raw Netflow flows on a
(source prefix, destination prefix) basis, keeping only the byte volume for each
(source prefix, destination prefix) pair for each Netflow file.We call the result of
the summarization process the "aggregated netflow". We useda single BGP Rout-
ing Information Base (RIB) to aggregate the raw Netflow flows,as the purpose is
only to limit the size of the traces.

3.4 Characterization of routing

In this section, we characterize the routing in GÉANT. We identify in the following
subsection what are the factors that influence both the intra- and interdomain rout-
ings. These factors will help us to understand the results ofthe “what-if” scenarios
studied in Section 3.5.
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3.4.1 Intradomain routing

In order to characterize the intradomain routing, we rely ona measure of the cen-
trality of the routers and links in the graph. This measure indicates how the in-
tradomain routing is sensitive to the failure of a router or link. That is, the more a
node or link is central, the more its failure will cause intradomain path changes.

The measure usually used to perform this characterization is thebetweenness-
centrality [BE04]. Basically, the betweenness-centrality computes the amount of
shortest-paths that go through a vertex or an edge. The centrality of a vertexv is
computed as:

c(v) =
∑

s 6=v 6=t

σst(v)

σst

i.e. the sum for all pairs of sources and destination(s, t) of the fraction of shortest-
paths froms to t that pass throughv. σst denotes the number of shortest-paths from
s to t andσst(v) denotes the number of shortest-paths froms to t that go through
v. A similar definition is used to compute the centrality of edges:

c(u, v) =
∑

s 6=u,v

σst(u, v)

σst

whereσst(u, v) denotes the number of shortest-paths froms to t that go through
edge(u, v). Note that the direction matters.

We show the betweenness-centrality of GÉANT routers in Fig 3.6 and the
betweenness-centrality of GÉANT links in Fig 3.7. Note thatfor edges, we summed
the centrality for both directions. The first observation that can be done is that the
centrality distribution is skewed. This means that from theintradomain routing
viewpoint, some nodes and some links are more critical than others. If these nodes
or links fail, their impact on the intradomain paths will be higher than others. For
instance, about half the nodes have a centrality which is close to zero. This means
that from the intradomain routing viewpoint, these nodes are seldom transit nodes.
The other half supports a varying number of shortest-paths.DE2, DE1 and AT1
have the highest centrality. We expect that their failure will have a significant im-
pact on routing. For what concerns links, we also observe that a few links seem to
be more critical than others: DE2-DE1, DE2-AT1 and AT1-HU1 are the links with
the highest centrality. We can conclude thatthe intradomain routing in GÉANT
is mostly sensitive to the failure of a small number of nodes and links.

3.4.2 Interdomain routing

In order to characterize the interdomain routing in GÉANT, we first analyzed the
diversity of interdomain routes. For this purpose, we counted the number of inter-
domain routes learned by GEANT over its eBGP sessions towards each destination
prefix. This gives information about the number of possible egress points for each
destination prefix. We show the breakdown of the prefixes versus the number of
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Figure 3.6: Betweenness centrality of GÉANT routers.
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Figure 3.7: Betweenness centrality of GÉANT links.

eBGP routes in Fig. 3.8. The second information shown in Fig.3.8 concerns the
number of routes received from the same neighboring AS for each prefix. Multiple
routes are learned from the same neighboring AS when there are parallel peering
links with this AS. We counted for each destination prefix andfor each neighboring
AS the number of routes learned. We consider for each prefix the maximum of the
number of routes learned from the same AS. We show the breakdown of prefixes
versus the maximum number of“parallel routes” in Fig. 3.8.

A first observation is that GÉANT has learned at least 2 routesfor the ma-



3.4. Characterization of routing 81

 0

 20000

 40000

 60000

 80000

 100000

 1  2  3  4

N
um

be
r 

of
 p

re
fix

es

Number of routes

Num. routes
Max(num. parallel routes)

Figure 3.8: Breakdown of prefixes by number of received routes in GEANT.

jority of destination prefixes (more than 97%). For 63% of theprefixes, it has
even learned 5 routes. Moreover, the maximum number of routes learned from a
neighboring AS is between 3 and 4 for the majority of destination prefixes. This
was expected since GÉANT has up to 4 peering links with some ofits neighbors.
There is thus anhigh route diversity in GÉANT.

Given the route diversity shown in Fig. 3.8, it is interesting to ask how each
router will select its best route. For this purpose, we looked into each modeled
router, what was the rule of the BGP decision process that wasused to select the
best route towards each destination prefix. We show our results in Fig. 3.9. The
x-axis of the figure represents each modeled router identified by its name. The y-
axis represents the destination prefixes known by this router. For each router, the
figure shows the rule of the BGP decision process that was usedto select a route
towards a fraction of prefixes. We show only the 4 main rules. The rule ’Single
route’ means that the router has no choice because it received only a single route
for the destination prefix. The meaning of the other rules is straightforward.

We observe that the impact of the routes diversity on the BGP decision pro-
cess is high. In GEANT most destination prefixes (more than 97%) are reachable
through at least 2 different routes (see Fig.3.8). As a consequence, the impact of
the internal structure of GEANT on the interdomain route selection is important.
The interesting point here is thatfor most destination prefixes, the rules related
to hot-potato routing are used. We see that the border routers receiving a large
number of eBGP routes select the best route towards a large fraction of prefixes us-
ing the rule “eBGP over iBGP”. This is the case for IT, SE, UK, CH and DE1. This
means that the location of peering points is important for the model. In addition,
the rule “Nearest next-hop” is used for the majority of routeselection. This means
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Figure 3.9: Importance of the tie-breaking rules in GÉANT.

that for these routers and for these destinations, the routeselection was partially
based on the IGP cost to reach the egress routers. We also observe that 4 routers
use the rule “Smallest Router-ID” to select a large fractionof their routes: FR,
NL, BE and LU. The reason is that these routers are at an equal IGP distance from
egress routers announcing a large fraction of routes.

3.5 What-if scenarios

In this section, we present two case studies that we performed on our model of the
GÉANT network. The first one investigates the addition or removal of peerings
on the flow of the traffic. The second studies the routing impact of link failures.
All the PoP names and peerings that appear in the following studies have been
anonymized in the following case studies upon request of Dante.

3.5.1 Optimized peering

An important problem faced by ISPs is about finding the optimal location of peer-
ing points. An ISP will search for new peering points in orderto improve the effi-
ciency of its interdomain traffic and/or to decrease the costof its peerings. Finding
the optimal peering location is a non-trivial problem [AAM98], that depends on
both technical and economical factors [Nor02]. In [AAM98],the authors focused
on the location of peerings with a single neighbor AS. With our tool, we can in-
vestigate the problem of modifying the interdomain connectivity of an AS since
we take into account the BGP information. To our knowledge, existing approaches
have not taken BGP into account.
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In practice, an AS can choose to peer with many different ASs and at several
locations. However, all the possible locations do not satisfy the ISP’s requirements
and the ISP must decide which one best fits its goals. Let us take the example of
a transit provider. Assume that its network is composed ofn PoPs. Now, suppose
that the provider serves new customer ASs that connect at some PoPx. These
customers cause an increased amount of traffic to cross the topology before exiting
at other PoPs. To prevent the traffic to cross the whole network before reaching the
egress points, the transit provider might prefer to add a peering close to the PoPx
that generates more traffic so that the traffic received by this PoP exits the network
as early as possible. It is thus expected that a given amount of traffic will exit the
network through the new peering, but it is difficult to predict how much.

Adding a peering has the potential effect of modifying the best routes of the
BGP router connected to this new peering. It is likely that this router will select
routes learned through its new peering as best routes. It will then redistribute its
new best routes to the other BGP routers through the iBGP sessions. If the latter
BGP routers choose to use some of the routes learned through the new peering,
it is possible that more traffic than originally planned willexit the network at the
new peering. Models of an AS that do not consider BGP routing cannot predict the
exact change in the traffic matrix in such a case.

With our modeling tool, we are able to predict what will happen to an AS’s
traffic when a new peering is added or removed. In order to compare the impact of
the various scenarios, we use different metrics. First, we compute the distribution
of the traffic over the peering links. Adding a new peering mayattract some traffic
from the already existing peering links and decrease the likeliness of congestion
to occur on these links. Then, we compute the IGP cost that thetraffic undergoes
when the new peering is added. If this cost decreases for a significant number
of ingress-egress pairs, it means that the traffic follows intradomain paths that are
shorter in term of the IGP weights assigned by the ISP.

We performed this evaluation on the GÉANT network. Actually, Dante who
operates GÉANT, is currently designing the next version of its network. GÉANT2
will have an increased number of customers, mainly in eastern Europe. GÉANT2
will provide transit to additional NRENs including the Russian NREN, JSCC, for
instance. In this context, it is important for Dante to know which locations will
benefit from additional peerings. In our evaluation, we consider the six most im-
portant peerings of the GÉANT network that we callPR1, ..., PR6. Today, all
these peerings use OC-48 links with a 2.4 Gbps capacity. We study the addition
and removal of peerings and its impact on the traffic coming from all the GÉANT
customers.

Fig. 3.10 shows the impact of the removal or the addition of a peering, in terms
of the distribution of the outgoing traffic over the considered peerings of GÉANT.
The x-axis of Fig. 3.10 gives the different scenarios we simulated. The one labeled
“default” gives the distribution of the traffic if we leave the current peerings un-
changed. Those labeled “remove-X” concern the scenarios where we removed the
existing peering X. The others labeled with “add-PRX” are the scenarios where a
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Figure 3.10: Impact of addition/removal of peering on the distribution of the traffic
among the peering links.

peering was added at the PoP X. The y-axis of Fig. 3.10 shows the distribution of
the percentage of the total outgoing traffic carried by the considered peerings.

The “default” scenario on Fig. 3.10 shows that almost 50% of the traffic is
carried by a single eBGP peering (PR2) and two other peerings carry each about
20%. The traffic is thus unevenly balanced over the considered peering links. Re-
moving a peering does not change this uneven distribution. When the peeringPR2
is removed, almost all the traffic exits atPR4 and PR6. Removing thePR1 or
PR3peerings has little effect. Removing thePR4peering shifts its traffic to the
PR1peering. Now let’s consider the addition of peerings at PoPsR1, R8, R9, R10
andR19. Adding a peering link atR1absorbs all the traffic that previously exited
throughPR2. The explanation is that most of the traffic sent through thePR2peer-
ing was coming from eastern Europe. To reach thePR2peering, these packets now
have to pass through theR1 router and thus leave the GÉANT network there. If
the purpose of adding this peering is to change the uneven distribution of the traffic
among the peering links, then adding a peering inR1does not help. The situation
is similar when adding a peering atR9, as it absorbs most of the traffic that previ-
ously exited through thePR4peering. Adding a peering atR8 is worthless since
the distribution of the traffic is left unchanged. Adding a peering in R10or R19
on the other hand improves the balance of the traffic over the considered peering
links.

Modifying the peerings of an AS not only changes the distribution of the traf-
fic among the peerings, but also how traffic crosses the intradomain topology.
Fig. 3.11 shows the impact of adding or removing a peering on the IGP cost suf-
fered by the traffic to cross the network. On the x-axis of Fig.3.11, we show the
difference between the IGP cost the traffic is subject to in the default situation and
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the one in each scenario. A positive difference means an improvement since the
IGP cost has been decreased. A negative difference means a deterioration. On the
y-axis of Fig. 3.11, we show the cumulative fraction of the traffic that perceives a
change in the IGP cost.
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Figure 3.11: Impact of addition/removal of peering on IGP cost seen by traffic.

We have seen in Fig. 3.10 that removing the peeringsPR1andPR3does not
impact much the balance of the traffic on the peering links. However, we can
see that removing the peeringPR3 has an impact on the IGP cost seen by 5%
of the traffic. The IGP cost for this traffic has been increasedby 100. Another
observation is that although removing the peeringPR2has a significant impact on
the distribution of the traffic on the peering links, it has a small impact on the IGP
cost (∆=-5) seen by this traffic. The most interesting scenarios arethe addition of
the peering inR10orR19that improves both the IGP cost and the distribution of the
traffic among the peering links as showed above. If the purpose of adding a single
peering link is to improve both the distribution of the traffic over the peering links
without worsening the delay across the network, then we knowthat the solution is
to add a peering either inR10or in R19.

In Fig. 3.11, we show the impact of adding or removing a peering on the delay
seen by the traffic to cross the network. The results are presented in the same way
as for the IGP cost difference shown in Fig 3.10. On the x-axisof Fig. 3.12, we
show the difference between the delay the traffic is subject to in the default situation
and the one in each scenario. A positive difference means an improvement since
the delay has been decreased. A negative difference means a deterioration. On the
y-axis of Fig. 3.12, we show the cumulative fraction of the traffic that perceives a
change in the delay.

We observe in Fig. 3.12 that most of the time the IGP cost improvement is
correlated with the improvement in delay. There is an exception with the removal
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Figure 3.12: Impact of addition/removal of peering on the delay seen by traffic.

of the PR2 peering which causes a small improvement in the IGPcost but a small
degradation of the delay. This may seem surprising but it canbe explained by
the way the IGP weights have been assigned in GÉANT. Dante explains that by
the fact that they first use IGP weights that are inversely proportional to the links
capacities. Then, manual tuning of the weights is done to prefer the lowest delay
paths. Finally, the IGP weights are assigned in order to avoid equal-cost paths.
There is thus not necessarily a correlation between the delay and the IGP cost. It is
also important to note that Fig 3.12 only gives the intradomain delay. To measure
the impact on the end-to-end delay, active probing should beperformed on a per
destination basis, which is expensive.

3.5.2 Link and router failures

Evaluating the impact of link and router failures on the network is another non-
trivial problem. In a large network, determining which linkand router failures
will change the outcome of the egress selection performed byBGP is a difficult
problem. This is an important problem since routing changescan cause traffic
shifts and lead to congestion [TSGR04]. For an operator, it is important to check
that the network will be able to accommodate the traffic load even in the case of
single link or router failures. If not, it is useful to identify which network links
should be protected by the addition of parallel links, SONET-SDH protection or
the use of MPLS protection tunnels [VPD04].

Our methodology for studying the impact of intradomain changes on the path
selection is as follows. First, we build a representation ofthe network inside the
routing solver. We let the solver compute the routes in each router, then we store
a snapshot of the selected routes. This snapshot corresponds to the state of routing
when everything is up and running. Then, we remove the failing link or router and
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we let the routing solver recompute the paths.
In order to provide a synthetic view of the impact of each failure, we partition

the set of routing changes in four different classes:Peer change, Egress change,
Intra cost changeand Intra path change. The Peer changeclass corresponds to
changes in the next-hop AS. If the next-hop AS has not changedbut the egress
router has changed, we speak of anEgress change. When the egress is unchanged
but the IGP cost of the ingress-egress path has changed, the routing change is
classified as anIntra cost change. Finally, if an ingress-egress path with the same
IGP cost has been found, the routing change is put in theIntra path changeclass.
This can only occur if there are multiple equal cost paths between an ingress and
an egress routers in the network.

We simulated all the single-link failures in GÉANT and observed the impact on
the BGP routes selected by each GÉANT router. We show our results in Fig. 3.13.
On the x-axis, we show all the internal links of GEANT. On the y-axis, we show
the number of routing changes cumulated on all the GÉANT routers. The routing
changes are classified inPeer change, Egress change, Intra cost changeandIntra
path changeas explained above. The links on the x-axis are ordered according to
the total number of routing changes caused by their failure.We observe that most
of the time, a single link failure causes many egress changes. Nearly 60% of the
GÉANT links cause more than 100,000 routing changes when they fail.
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Figure 3.13: Single link failure analysis: impact on BGP.

We can also observe that, in GÉANT, there are few pure intradomain re-routings.
That is, there are few routing changes in theIntra cost changeand Intra path
changeclasses. These results indicate thata pure intradomain model of the
GÉANT network would not capture most of the routing changes that occur
under single link failures. This shows clearly that to accurately model a transit
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network like GEANT, it is necessary to take the interdomain routes and the topol-
ogy into account.

The same method can be used to perform the single-router failure analysis or
to study the impact of changing the IGP cost of one link. Similar results to those
found for the link failures have been obtained. We show them in Fig. 3.14. On
the x-axis, we show all the routers of GÉANT. On the y-axis, weshow the number
of route changes cumulated on all the GÉANT routers. The routers on the x-axis
are ordered according to the total number of route changes caused by their failure.
We observe that the failure of nearly half the GÉANT routers cause route changes.
The failure of a single router can be seen as the joint failureof all its links. The
consequence is that the routers whose failure cause the largest number of route
changes are the routers that connect to the most critical links identified in Fig. 3.13.
Routers R5, R3, R18, R11 and R15 peers with the commercial providers and thus
receive BGP routes for nearly all the Internet prefixes. Routers R1 and R6 are
critical for the Internet connectivity of a large number of GÉANT PoPs, mainly in
eastern European countries.
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Figure 3.14: Single router failure analysis: impact on BGP.

We can also observe on Fig. 3.14 that the classPrefix downis not empty. This
happens for destination prefixes for which a single eBGP route is known in the
model. This means that based on our model, we could conclude that the failure
of some routers can lead to the unreachability of some destinations. Actually, this
conclusion is a bit hasty. A first reason is that we do not know all the external
routes received by GEANT routers. We only know the best routes selected by each
border router. In the real GEANT network, other routes mightbecome available
when the current best route is withdrawn, as we said in Section 3.2.3. In addition,
even if a prefix is not reachable anymore, it is possible that aless specific prefix
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still is. In this case, the destination would still be reachable.

3.5.3 Impact on traffic

In addition to studying the impact of failures on routing, weevaluated the impor-
tance of traffic shifts caused by link failures. Indeed, whenroutes change some
traffic flows may be forwarded along different intradomain paths. This will occur
for traffic flows that are forwarded on a path that has been affected by the fail-
ure. Traffic shifts will modify the distribution of the traffic inside the network and
change the load of some links. As a consequence, some links can even become
congested.

For the purpose of evaluating the traffic shifts caused by link failures, we
used an interdomain (prefix-prefix) traffic matrix from Géantas described in Sec-
tion 3.3.3. One interdomain traffic matrix of GÉANT is a set oftriples (ingress
router, destination prefix, traffic volume). Each triple represents the traffic volume
that has been received by an ingress router and to be sent towards the destination
prefix over a given period of time.

To compute the intradomain (router-router) traffic matrix,we replay the flow
of the traffic across GÉANT. For this purpose, we take each triple from the inter-
domain (prefix-prefix) traffic matrix, one at a time. Then, we perform a longest-
matching in the routing table computed by the routing solverfor the considered
ingress router, in order to find the prefix that contains the destination. We then use
the route associated with this prefix to route the traffic. We repeat this step on a
hop-by-hop basis until the egress router is reached. The intradomain traffic matrix
is obtained by summing the volume of traffic exchanged between all the pairs of
ingress and egress routers for the period of time.

We use the above methodology to compute the intradomain traffic matrix af-
ter each link failure. We show a subset of the results in Fig. 3.15 and Fig. 3.16.
These figures show the traffic volume carried by each link after a single link failure
(links R1-R3 and R5-R6 are shown). We distinguish the links directions since each
direction may carry a different volume of traffic. On the x-axis, we show all the
directed links ordered based on the volume of traffic they carry before the failure.
The y-axis shows the amount of traffic carried by the corresponding link. In each
figure, we show two curves. The first one, labeled “default”, represents the links
load when all the links are up and running. The second one represents the links
load after the link failure. In the default situation shown in Fig 3.15, we can ob-
serve that the traffic load is unevenly distributed on the links. The most loaded link
is R5-R6 followed by R1-R3.

Fig. 3.15 shows the links load after the failure of link R1-R3. We have shown in
Fig. 3.13 that this link was the most important from the routing viewpoint. We ob-
serve that, as expected, the traffic originally carried by the R1-R3 link now passes
through other links. We also observe that the load of the previously most loaded
link, R5-R6, has nearly doubled. This indicates that a largefraction of the traffic
initially going through R1-R3 is now forwarded along paths that go through R5-R6.
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Figure 3.15: Impact of the failure of R1-R3 on the links load.
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Figure 3.16: Impact of the failure of R5-R6 on the links load.

In Fig. 3.16, we show the links load following the failure of link R5-R6. We
observe that the traffic shifts are less localized than with the failure of R1-R3. More
links have their load changed. This may seem surprising since Fig. 3.13 shows that
the number of routing changes due to the failure of R5-R6 is lower than the number
of routing changes due to the failure of R1-R3. As explained in Section 3.5, this
is due to the complex interaction between IGP, BGP and the traffic. The failure of
R1-R3 and the failure of R5-R6 do not have the same impact on the intradomain
routes computed by the IGP. These routes are used by ingress routers to reach
egress routers. Then, the ingress-egress routes are used bythe BGP routes to cross
Géant. Depending on which routes are used to forward large amounts of traffic, the
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impact will differ.
Finally, Fig. 3.17 shows a summary of the impact of all the link failures on

the traffic. The x-axis shows all the link failures ordered based on the load of the
most loaded link. The y-axis provides the following statistics: the median, 5th- and
95th-percentile as well as the mean load and the load of the most loaded link. First,
we observe that in GÉANT, the failure of a single link can cause a large increase of
the maximum link load. There is even a link failure that causes the maximum link
load to nearly double. Second, we observe that in GÉANT, the shape of the links
load distribution is not impacted much by the links failures. Indeed, the median
and the 5th and 95th percentile does not change much.
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Figure 3.17: Most sensitive single link failure.

We have shown in this section thatlink failures can cause important traffic
shifts. For instance, the failure of link R1-R3 has doubled the loadof link R5-R6.
During our analysis of the GÉANT network, no congestion was provoked by the
link failures. This is due to the particular situation of GÉANT that is composed of
links having a very high capacity compared to the traffic volume that they usually
carry. However, in other networks, this analysis can help todetermine which links
are important for the traffic. We have shown that the interdependence between the
intra- and interdomain routing combined with the traffic distribution is difficult to
understand in a medium-sized transit network. A methodology such as the one
used in this chapter can help operators to evaluate their design or to evaluate how
their network will behave when the routing and/or traffic conditions change.

3.6 Conclusion

In this chapter we have described how to build a model of the routing of a large
AS. We have described the essential factors that need to be taken into consideration
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when building a model of the routing of an AS. In particular, we have shown that
building an accurate model of an AS requires the network topology, the traffic, the
routing protocols and their configuration. Obtaining the related data can still be an
operational issue. We illustrated the use of the routing solver described in Chapter 2
through two different case studies. The first case study was an analysis of the
impact of changing the peers of a transit AS on its traffic. We have shown that using
a model of an AS makes possible to explore various peering solutions. The second
study investigated the impact of link failures on the routing changes inside the
AS. This is important since network events such as failures and maintenances are
frequent. The two case studies have shown the importance of taking into account
the interdomain routing information to understand the routing of a large AS.

In this chapter, we considered routing in a single domain. Inthe following
chapters, we will study the interaction between multiple interconnected ASs. C-
BGP can be used to compute the outcome of the BGP route selection when there are
multiple domains. However, this requires a knowledge of thestructure and policies
of the other domains. In order to study the impact of changes in one domain on its
inbound traffic for instance, we need to have a knowledge of nearly all the Internet
domains.

In addition, we are still evolving our tool. A possible future improvement
consists in operating the model on a continuous feed of topology, routing data and
traffic data. We believe that our approach to integrate the topology, the routing data
and the traffic data can serve the ISP operators to better understand the behavior of
an AS and help them to investigate improvements in the designof their network.
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Chapter 4

Current Interdomain TE
Techniques

4.1 Introduction

Initially developed as a research network, the Internet hasbeen optimized to pro-
vide a service where the network does its best to deliver packets to their destination.
In the research Internet, connectivity was the most important issue. During the last
years, the Internet has undergone a rapid growth and it is increasingly used to carry
services such as e-commerce, Virtual Private Networks or Voice/Video over IP. To
efficiently support those services, several Internet Service Providers (ISP) rely on
Traffic Engineering (TE) [ACE+02] to better control the flow of packets inside
their network. Traffic engineering encompasses several techniques that ISP opera-
tors can use to evaluate and enhance the performance of theirnetwork. Common
objectives of traffic engineering consist of shifting traffic away from congested
links, distributing the traffic inside the network in order to increase the amount of
traffic that can be carried by the network, quickly reacting to failures by directing
traffic away from the faulty links or efficiently supporting Quality of Service (QoS)
requirements.

While intradomain traffic engineering is a well understood problem, perform-
ing traffic engineering across the boundaries of multiple domains is complex. This
complexity is mainly due to the current Internet routing architecture. BGP propa-
gates only a subset of the Internet topology among routers. This limits the visibility
an AS has on the Internet topology. In addition, BGP does not optimize a global
objective, but rather allows each AS to independently select and redistribute inter-
domain routes in order to satisfy its own local objectives.

Controlling the selection of interdomain routes with BGP inorder to support
the interdomain traffic engineering process is difficult since BGP was not designed
for this purpose. Anyway, some primitive BGP-based routingcontrol mechanisms
are currently used by ASs. These mechanisms rely on tuning the attributes of BGP
routes. In this chapter, we survey the BGP-based routing control mechanisms used
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by ASs nowadays and we describe their operation. We focus on unicast traffic and
consider the engineering of large aggregates of traffic, typically originated/destined
from/to network prefixes. We do not consider a finer control such as between
specific pairs of sources and destinations or a per flow engineering.

The chapter is organized as follows. We start by describing in Section 4.2
the techniques that can be used by an ISP to control the trafficinside its own net-
work. Then, we describe in Section 4.3 the problem of engineering the interdomain
traffic, i.e. the traffic that crosses interdomain boundaries. We explain the issues
inherent to the interdomain routing architecture and the path-vector nature of BGP.
In Section 4.4, we describe the current BGP-based routing control mechanisms and
we discuss their performance. We focus on two techniques currently used by ISPs
to control inbound routes. We present detailed simulation studies of these tech-
niques in Section 4.5 and Section 4.6. For the sake of completeness, we briefly
present in Section 4.7 proposals for providing an increasedinterdomain routing
control without relying on tuning the BGP route attributes.Finally, we conclude in
Section 4.8.

4.2 Intradomain Traffic Engineering

Inside a single ISP (or domain), the whole topology of the network is known by
all the routers due to the utilization of link-state routingprotocols. Moreover, the
intradomain routing protocol usually optimizes a single global objective. There-
fore, several techniques can be used to control the flow of theIP packets. They
can be divided in two classes. The first class contains the techniques usable in pure
IP networks, i.e. dealing with hop-by-hop destination-based forwarding. The sec-
ond class contains the techniques that can be used in circuit-switched networks. In
particular, we discuss the techniques relying on the emulation of ciscuit-switched
networks on top of packet-switched networks, such as with Multi-Protocol Label
Switching (MPLS) [BZB+97, DR00].

4.2.1 IP-based solutions

In a pure IP network, the flow of the IP packets can be controlled by tuning the
intradomain routing protocol (also called Interior Gateway Protocol - IGP). Inside
a domain, the routing protocol will compute the best path to reach each destination.
The best path is usually the path with the smallest cost wherethe cost of a path is
the sum of the weights of all the links that compose the path. The cost associated to
each link is usually administratively assigned by the network operators depending
on their optimization objective. If each link has a unitary cost, then the routing
protocol will favor paths with the smallest number of hops. If the cost of each link
is a function of the link transmission delay, then the routing protocol will select
paths with the shortest delay. If the cost associated to a link is a function of the link
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bandwidth1, then the routing protocol will favor high bandwidth paths.

S2
S1

D2
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Figure 4.1: A simple ISP network

For example, in figure 4.1, if all links have a unitary cost, the shortest path from
the source nodeS1 to the destination nodeD1 is the path(S1, R8, R6, R5,D1)
having a total cost of 4. The path used between sourceS2 and destinationD2 is
(S2, R1, R8, R6, R5,D2). If there is a lot of traffic from S1 to D1 and from S2
to D2, then theR8 − R6 andR6 − R5 links might become the bottleneck since
these two links are used by both flows. A common method to redirect traffic away
from congested links is to tune the cost of key links [FRT02].In the example
above (figure 4.1) it is possible to force the traffic flowS2 −D2 (resp.S1 −D1)
to follow the pathR1 − R2 − R3 − R4 − R5 (resp. R8 − R9 − R7 − R5) by
using a cost of 2 instead of 1 on linkR1 − R8 andR6 − R9 and 3 instead of 1
on link R8 − R6. In fact, if the traffic demand between each source-destination
pair on the network is known, the setting of the link costs canbe converted into an
optimization problem [FT00] that can be solved by using appropriate mathematical
methods. However, these methods are only useful in practiceif the traffic demand
is relatively stable. If the traffic demand changes frequently, it will be difficult
to dynamically recompute the optimal setting of the link costs and dynamically
reconfigure all routers without affecting the current traffic inside the network. The
robust optimization of IGP weights [FT03] is a possible solution.

4.2.2 MPLS-based techniques

MPLS is often used for traffic engineering purposes inside ISP networks. MPLS
relies on the label switching technique as in ATM or Frame Relay networks. The
main advantage of MPLS for Traffic Engineering, compared to classical IP routing,
is that MPLS can be used to explicitly determine the path followed by packets

1The default IGP metric on CISCO routers, for instance, is a function of the inverse of the capac-
ity.
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inside the domain. MPLS can thus easily bypass the shortest path selected by IP
routing. This is done by establishing Label Switched Paths (LSPs) between pairs
of routers in the network.

A first utilization of MPLS is to solve the traffic engineeringproblem statically.
Based on a known traffic demand between all source-destination pairs, it is possible
to compute an optimum layout of the LSPs in the network in order to spread the
load among all the available links. This utilization is similar to the setting of the
link costs in a pure IP network although MPLS offers a greaterflexibility. With
only the link costs, a change in the cost of one link may potentially affect the traffic
distribution throughout the entire network. With MPLS, it is possible to force any
flow of packets to follow a particular path. For example, it would be possible to
force the packets from theS1 − D1 flow to follow the R8 − R1 − R2 − R3 −
R4 − R6 − R5 path while the packets from theS2 − D2 flow would follow the
R1−R8−R9−R7−R5 path in figure 4.1. This type of traffic distribution would
not be possible by selecting the link costs in a pure IP network.

MPLS is also useful in a more dynamic environment where the traffic demand
changes slowly (e.g. the demand during the business hours isnot the same as
during the evening). In this case, MPLS is used in combination with enhanced
intradomain routing protocols (OSPF-TE [KKY03] or ISIS-TE[SL04]). These
protocols are extensions to the classical link-state intradomain protocols (OSPF
and ISIS) that are able to distribute to all routers togetherwith the entire topology
of the network additional information like the bandwidth and the utilization of each
link. Based on this information, each router can determine the most heavily loaded
links inside the network. To understand this utilization ofMPLS, let us consider
figure 4.1 again and assume that there are two important flows of packets (S1−D1

andS2 −D2) and that linksR8 −R6 andR6 −R5 are becoming congested while
the other links are lightly utilized. Based on the information distributed by the
constrained routing protocol, routersR1 and R8 are aware of the load on these
links. If these routers notice large flows fromS2 andS1, they could redirect those
flows to other links by establishing new LSPs. To establish such an LSP,R1 will
compute a constrained path for the new LSP towardsD2. To select the best path,
routerR1 will specify a set of constraints that must be fulfilled by thechosen path.
For example,R1 could request a path that avoids the congested links (R8 − R6

andR6 − R5). If R1 knows that theS2 −D2 flow requires 100 Mbps on average,
it could also select a path where all the links have at least 100 Mbps of unused
bandwidth. The selected constrained path will be used by theRSVP-TE signaling
protocol [ABG+01] that will establish the LSP. This signaling protocol canalso
be used to reserve resources (e.g. bandwidth) on the selected path if required. An
additional advantage of MPLS is that it is possible to re-route an existing LSP over
another (e.g. less congested) path before breaking the existing LSP. This utilization
of MPLS combined with constrained routing protocols and a signaling protocol
allows the network to be traffic engineered in a more dynamic manner than with a
pure IP solution.
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4.3 Interdomain Traffic Engineering

A large fraction of the Internet traffic does not remain inside a single domain but
instead crosses its interdomain boundaries. The source anddestination of this in-
terdomain traffic might even be several domains away. This makes interdomain
traffic engineering an important matter for ISPs.

The interdomain traffic engineering requirements are diverse. They depend
on the connectivity of an AS with others (see Chapter 1) but also on the type of
business handled by this AS. Typically, content-providersthat host a lot of web or
streaming servers and usually have several customer-to-provider relationships with
transit ASs will try to optimize the way traffic leaves their networks. Secondly,
access-providers that serve small and medium enterprises,dial-up or xDSL users
typically wish to optimize how Internet traffic enters theirnetworks. Finally, a
transit AS will try to balance the traffic on the multiple links it has with its peers.

Therefore, the main objective of interdomain traffic engineering is to control
through which peering links traffic flows will enter or exit the network. This can
be for the purpose of balancing the traffic on multiple links with other ASs, to shift
traffic away from a congested peering link or to move part of the traffic to less
expensive peering links. Another interdomain traffic engineering requirement is
the ability to direct traffic to alternative interdomain paths with different properties.
An example would be to select a path with better end-to-end performance (lower
latency or higher available bandwidth), even at higher cost. Another purpose would
be the provision of a backup path completely disjoint from the main one.

4.3.1 Limitations of the current Internet routing architec ture

Unfortunately, reaching these objectives with the currentInternet routing architec-
ture is difficult. There are two main issues.

First, thepath-vector nature of BGP imposes limitations on the selection of
interdomain routes. Each BGP router only redistributes a single “best” route to
its neighbors. Even if the router knows many candidate routes, the alternative
routes are not propagated. This limits the visibility each router has on the Internet
topology and reduces the path diversity. This is in contrastwith the intradomain
routing protocols (link-state) that distribute the complete topology to all participant
routers. The implication for traffic engineering is a limited freedom for directing
traffic to alternative paths. In addition, there is inherently less control on the routing
decisions, since the routes one router receives depend on the decisions of other
routers downstream.

Second, BGP relies on acomplex decision processwhich does not optimize
a global metric. This is in contrast with the selection of least-cost paths by in-
tradomain routing protocols. Instead, the operators of each AS can independently
configure their own routers so as to optimize local objectives and enforce local
route filtering policies. For example, each AS can configure alocal ranking of the
routes towards a given destination using the Local-Pref attribute. The implication
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for traffic engineering is that the configuration of one AS might cancel out the route
control effort of another AS.

4.3.2 Characteristics of the interdomain traffic

Another difficulty of interdomain traffic engineering comesfrom the large number
of sources and destinations involved. At the intradomain level, the number of des-
tinations announced by the IGP protocol is limited to the routers and subnets of the
domain. Depending on the size of the domain, its order of magnitude ranges from
tens to thousands of destinations. At the interdomain level, the number of sources
and destinations includes remotely advertised networks. This number is far larger.
For example, the current number of destination prefixes in a BGP routing table is
on the order of 180,000 [Hus06].

A first point to note however is that although an AS might exchange traffic with
a large fraction of the Internet domains, itdoes not exchange the same amount
of traffic with each remote AS. On Fig. 4.2, we show the cumulative distribution
of the interdomain traffic received or sent by three ISPs. Thefigure concerns the
traffic received by BELNET, the Belgian National Research and Education Net-
work (NREN) during one entire week in December 2000; the traffic received by
YUCOM, a Belgian ISP, during 5 consecutive days in April 2001; and the traffic
sent by the Pittsburgh Super-Computing Center (PSC) duringone day in March
2002. More details on the data collected can be found in [UB02]. We observe that
the 100 largest sources of traffic for BELNET contribute morethan 64 % of the
traffic received during one week. Similarly, the 100 largestsources of traffic for
YUCOM contribute more thatn 72 % of the traffic received by this ISP. For PSC,
the concentration of the traffic sinks is even more importantas the 100 largest des-
tinations receive 78 % of the total traffic sent by PSC. [FBR03] mentions a similar
distribution for the interdomain traffic of a largetier-1 ISP.

Another important point to mention about the interdomain traffic exchanged
by the studied ISPs is the distance (measured in AS hops) between the remote ASs
and each studied ISP. Fig. 4.3 shows, for each ISP, the percentage of its interdomain
traffic that was produced by or sent to remote ASs as a functionof their distance
measured in AS-hops. This analysis shows that the studied ISPs only exchange a
small fraction of their traffic with their direct peers (AS-hop distance on 1).Most
of the packets are exchanged with ASs that are only a few AS hops away. For
BELNET, most of the traffic is produced by sources located 3 and 4 AS hops away
while YUCOM mainly receives traffic from sources that are 2 and 3 AS hops away.
PSC on the other hand sends traffic to ASs located at up to 4 AS hops away.

This implies that an AS willing to engineer its interdomain traffic could move a
large amount of traffic by influencing only a small number of distant ASs, typically,
the most popular sources/destinations. In addition, sincethe sources and/or desti-
nations of interdomain traffic are located only a few AS hops away, interdomain
traffic engineering solutions should be able to influence ASsa few hops beyond
their upstream providers or direct peers.
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Figure 4.2: Cumulative distribution of the traffic for each studied ISP.
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Figure 4.3: Per-AS hop distribution of the traffic for each studied ISP.

4.4 BGP-based Traffic Engineering

Optimizing the way traffic enters or leaves a network means tofavor one link over
another to reach a given destination or to receive traffic from a given source. This
type of interdomain traffic engineering can be performed by tweaking the configu-
ration of the BGP routers of the AS. Indeed, a key feature of BGP is the decision
process used by each BGP router to select, among all the received advertisements,
the best path to reach each destination. In order to understand how BGP can be
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used to control the way traffic enters, leaves or crosses an AS, a better understand-
ing of the BGP decision process is required. We repeat the BGPdecision process
in Fig. 4.1. A BGP router receives one route toward each destination from each of
its peers. To select the best route among this set of routes, aBGP router relies on
a set of rules called the decision process. Most BGP routers apply a decision pro-
cess similar in principle to the one shown in figure 4.1. The set of routes with the
same destination are analyzed by the rules in the sequence indicated in figure 4.1.
These rules act as filters and theN th rule is only evaluated if more than one route
has passed theN − 1th rule. It should be noted that most BGP implementations
allow the network administrator to optionally disable someof the rules of the BGP
decision process.

Rank Rule
1 Prefer highest Local-Pref
2 Prefer shortest AS-Path

Tie-breaking rules
3 Prefer lowest Origin
4 Prefer lowest MED
5 Prefer eBGP over iBGP
6 Prefer nearest next-hop
7 Prefer lowest router-ID

or oldest route

Table 4.1: The BGP decision process.

The first attributes used to compare routes are the Local-Pref and the AS-Path
(Fig.4.1). In the initial design of the BGP decision process[RL95], the purpose
of the Local-Pref attribute was to let the network operator choose the most desir-
able route while the AS-Path played the role of a route metric. The remaining rules
were mainly used to break the ties when the above attributes where not sufficient to
elect a single best route. Today, many attributes are used toinfluence the decision
process [QUP+03, CR05]. Different mechanisms can be used to control the outgo-
ing traffic and the traffic entering an AS. In the following subsections, we describe
traffic engineering techniques that rely on the manipulation of BGP attributes in
order to influence the outcome of the BGP decision process.

4.4.1 Control of the outgoing traffic

To control how the traffic leaves its network an AS must be ableto choose which
route will be used to reach a particular destination throughits peers. Since an
AS controls the decision process on its BGP routers, it can easily influence the
selection of the best path. Two techniques are frequently used.

A first technique is to prefer some routes over others bysetting the Local-Pref
attribute. A common utilization of this attribute is to prefer routes learned from
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customers over routes learned from providers [GR00]. The Local-Pref attribute is
optional and it is only distributed inside an AS. It can be used to rank routes and
is the first rule of the BGP decision process (figure 4.1). For example, consider
a stub AS with two links toward one upstream provider : a high bandwidth and a
low bandwidth link. In this case, the BGP router of this AS could be configured to
insert a low Local-Pref to routes learned via the low bandwidth link and a higher
value to routes learned via the high bandwidth link. A similar situation can occur
for a stub AS connected to a cheap and a more expensive upstream provider. The
utilization of the Local-Pref attribute for the purpose of controlling the outgoing
traffic of an ISP has been studied in [UBQ03a].

In practice the manipulation of the Local-Pref attribute can be based on passive
or active measurements. Recently, a few companies have implemented solutions
[Bor02, All02] that allow multi-homed stub ASs and content-providers to engineer
their interdomain traffic. These solutions usually measurethe load on each inter-
domain link and some rely on active measurements to evaluatethe performance of
interdomain paths. Based on these measurements and some knowledge of the In-
ternet topology (either obtained through a central server or from the BGP router to
which they are attached), they attach appropriate values ofthe Local-Pref attribute
to indicate which route should be considered as the best route by the BGP routers.
Some router vendors also provide this kind of automatic outbound route selection
directly into routers. For instance, CISCO proposes its Optimized Edge Routing
(OER) [Sys05c].

A second technique, often used by large transit ISPs, is torely on the intrado-
main routing protocol to influence how a packet crosses the transit ISP. As shown
in figure 4.1, the BGP decision process will select the nearest IGP neighbor when
comparing several equivalent routes received via iBGP. Forexample, consider in
figure 4.4 that routerR27 receives one packet whose destination isR45. The BGP
decision process of routerR27 will compare two routes towardsR45, one received
via R28 and the other received viaR26. By selecting routerR28 as the exit bor-
der router for this packet,AS2 will ensure that this packet will consume as few
resources as possible inside its own network. If a transit ASrelies on a tuning of
the weights of its intradomain routing protocol as described in [FRT02], this tuning
will indirectly influence its outgoing traffic [TSGR04, ANB05].

In addition to this, vendor specific techniques exist. CISCOrouters for instance
allow to assign an additional attribute called Weight to BGProutes. This attribute
can be set on a per-router basis. The route with the highest value of the Weight is
preferred by the decision process. The Weight attribute is taken into account before
the Local-Pref attribute. However, to the opposite of the Local-Pref attribute, it is
not propagated over iBGP sessions. The value of the Weight attribute can be set
based on the content of the AS-Path, based on the originator of the route and so on.
The setting can be done automatically based on input route filters.
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Figure 4.4: A simple Internet

4.4.2 Control of the incoming traffic

If an ISP needs to control the traffic in the reverse direction, i.e. entering its net-
work, the situation is far more complex. Indeed, it is not enough for the ISP to
control the decision process in its own routers. It needs to influence the decisions
made by routers in other domains. A typical example where such control is needed
is an access provider which usually has much more inbound traffic than outbound
traffic. We describe in the following paragraphs several BGP-based techniques to
control the incoming traffic.

The first method that can be used to control the traffic that enters an AS is
to rely onselective announcementsand advertise different route announcements
on different links For example in figure 4.4, ifAS1 wanted to balance the traffic
coming fromAS2 over the linksR11−R21 andR13−R27, then it could announce
only its internal routes on theR11 − R21 link and only the routes learned from
AS5 on theR13−R27 link. SinceAS2would only learn aboutAS5 through router
R27, it would be forced to send the packets whose destination belongs toAS5 via
routerR27. However, a drawback of this solution is that if the linkR13−R27 fails,
thenAS2 would not be able to reachAS5 throughAS1. This is not desirable and
it should be possible to utilize linkR11 − R21 for the packets towardAS5 at that
time without being forced to change the routes that are advertised on this link.

A variant of the selective announcements is the advertisement of more specific
prefixes (also known asprefix splitting ). This kind of advertisement relies on the
fact that an IP router will always select in its forwarding table the most specific
route for each packet (i.e. the route with the longest matching prefix). For exam-
ple, if a forwarding table contains both a route toward16.0.0.0/8 and a route
toward16.1.2.0/24, then a packet whose destination is16.1.2.200 would
be forwarded along the second route. This fact can also be used to control the
incoming traffic. In the following example, we assume that prefix 16.0.0.0/8
belongs toAS3 and that several important servers are part of the16.1.2.0/24
subnet. IfAS3 prefers to receive the packets toward its servers on theR24-R31
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link, then it would advertise both16.0.0.0/8 and16.1.2.0/24 on this link
and only16.0.0.0/8 on its other external links. An advantage of this solution
is that if link R24-R31 fails, then subnet16.1.2.0/24 would still be reachable
through the other links.

Another method is to allow an AS to indicate a ranking among the various route
advertisements that it sends. The technique calledAS-Path prependingexploits
the fact that the BGP decision process uses the length of the AS-Path to estimate
the quality of a route (see Fig. 4.1). A natural way to influence the choice of a
neighbor router is therefore to artificially increase the length of the AS-Path of
certain routes to make them less preferable. Many network operators use AS-Path
prepending on a backup line for instance or to deviate trafficfrom some neighbors
without losing connectivity. Coming back to figure 4.4, assume thatAS3’s primary
interdomain is linkR61−R45 while link R61−R36 is only used as backup primary
link. In this case,AS6would announce its routes normally on the primary link (i.e.
with an AS-Path ofAS6), but would add its own AS number several times instead
of once in the AS-Path attribute (e.g.AS6 AS6 AS6) on theR61 − R36 link.
The route advertised on the primary link will be considered as the best route by all
routers that do not rely on manually configured settings for the Weight and Local-
pref attributes. This technique can be combined with selective announcements.
For example, an AS could divide its address space in two prefixesp1 andp2 and
advertise prefixp1 without prepending and prefixp2 with prepending on its first
link and the opposite on its second link.

The last method to allow an AS to control its incoming traffic is to rely on
the Multi-Exit-Discriminator (MED) attribute. This optional attribute can only
be used by an AS multi-connected to another AS to influence thelink that should
be used by the other AS to send packets toward a specific destination. It should
however be noted that the utilization of the MED attribute isusually subject to a
negotiation between the two peering ASs and some ASs do not accept to take the
MED attribute into account in their decision process. The MED only provides a
local control of inbound traffic. We do not study its efficiency in more details in this
thesis. The engineering of traffic between neighboring domains has been studied
by Winick et al in [WJR02].

4.4.3 Community-controlled Route Propagation

Another technique that is becoming very popular for controlling the incoming traf-
fic is to rely on the BGP Communities attribute [TCL96, BQ03].This optional
route attribute is a set of 32 bits integers, each one identifying a BGP “commu-
nity”. A community design a group of routes that share commonattributes or that
should receive the same treatment. Community values are often used to attach op-
tional information to routes such as a code representing thecity where the route
was received or a code indicating whether the route was received from a peer or a
customer. The presence of certain BGP communities inside a BGP route can influ-
ence how this route will be processed by distant routers. Typically, an AS defines,
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in the configuration of its routers, a list of community values and the actions to per-
form when a route containing these community values is received. Customers of
this AS may attach such communities to the routes they announce to this provider.

Several ISPs have been using the Communities attribute to give their customers
a finer control on the redistribution of their routes. The customers were there-
fore given the possibility to better engineer their incoming traffic by attaching
predefined Community values to routes. The typical traffic engineering actions
supported by ISPs are listed in Table 4.2. These actions typically apply toward
a large AS (e.g. tier-1 or tier-2 ISPs providing transit service), an interconnec-
tion point, a country or a continent. Note that although we give names such as
NO_ANNOUNCE and PREPEND to these community values, no standard encod-
ing exists and every ISP can define its own community values.

Community Requested action
NO_ANNOUNCE Do not announce the route to specified

peer(s)
PREPEND Prepend the AS-Path when announcing

the route to specified peer(s)
CHANGE_PREF Set the Local-Pref value in the AS re-

ceiving the route [CB96]

Table 4.2: Typical route redistribution actions availablewith Communities.

In the first case, the community is attached to a route to indicate that this route
should not be announced to a specified peer or at a specified interconnection point.
For example, in the left part of Fig. 4.5,AS2 has configured its routers to not an-
nounce toAS4 routes that contain the2:1004 community.AS2 has documented
the utilization of this community to its peers so thatAS1 can attach this value to
the routes advertised toAS2 to ensure that it does not receive packets fromAS4
throughAS2. In a detailed survey of the RIPEwhois database [BQ03], we have
shown that this type of communities was often used by ISPs.

The second type of community is used to request the upstream AS to perform
AS-Path prepending for the associated route. The right partof Fig. 4.5 shows how
AS1 uses the2:3003 and2:2005 communities documented byAS2 to request
that the AS-Path of the route it announced be prepended twicewhen announced
to AS3 andAS5. To better understand the usefulness of such community values,
let us consider again Fig. 4.4, and assume thatAS6 receives a lot of traffic from
AS1 andAS2 and that it would like to receive the packets fromAS1 (resp.AS2)
on theR45-R61 (resp. R36-R61) link. AS6 cannot achieve this type of traffic
distribution by performing prepending itself. However, this would be possible if
AS4 could perform the prepending when announcing theAS6 routes to external
peers.AS6 could thus advertise toAS4 its routes with the community4:5202
(documented byAS4) that indicates that this route should be prepended two times
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{2:1003} do not announce to AS3
{2:1004} do not announce to AS4
{2:1005} do not announce to AS5
{2:2003} prepend once to AS3

{2:3003} prepend twice to AS3
{2:2005} prepend once to AS5

{2:3005} prepend twice to AS5

{2:2004} prepend once to AS4

{2:3004} prepend twice to AS4

AS2

AS1

AS2 AS2

AS5 AS5
AS4 AS4AS3 AS3

AS1 AS1

P, [AS1], {2:1004}

{2:1004}
P, [AS2 AS1],

{2:1004}
P, [AS2 AS1],

P, [AS1], {2:3005,2:3003}

{2:3005,2:3003}
P, [AS2 AS2 AS2 AS1], P, [AS2 AS2 AS2 AS1]

{2:3005,2:3003}

P, [AS2 AS1]
{2:3005, 2:3003

Figure 4.5: Example of communities-controlled route redistribution.

when announced toAS2.
Finally, the third common type of community used for traffic engineering pur-

poses is to set the Local-Pref attribute in the upstream AS asdescribed in [CB96].

4.4.4 Discussion

The above sections have described several manipulations ofthe BGP attributes that
are used by ISPs to engineer their interdomain traffic. However, there are some
limitations to be considered when deploying those techniques.

A first point to note is that the control of the outgoing trafficwith BGP is
based on the selection, among the available routes, of a single best route. This
selection can be performed on the basis of various parameters, but it is limited
by the diversity of routes received from upstream providerswhich depends on the
connectivity and the policy of these AS. However, as shown in[UBQ03a], outgoing
traffic engineering based on the manipulation of BGP attributes is possible at a
reasonable cost.

On the opposite, the control of the incoming traffic is based on a careful tuning
of the advertisements sent by an AS. This tuning can cause several problems. For
instance, announcing the prefixes selectively on peering sessions does not guaran-
tee connectivity to the prefixes when a session fails. The selective announcements
technique is thus not robust. One solution could be to announce more specific
prefixes. However, an AS that advertises more specific prefixes or has divided
its address space in distinct prefixes to announce them selectively will advertise
a larger number of prefixes than required. All these prefixes will be propagated
throughout the global Internet and will increase the size ofthe BGP routing tables
of potentially all AS in the Internet. [BNC02] reports that more specific routes
constitute more than half of the entries in a BGP table. Facedwith this increase
of their BGP routing tables, several large ISPs have startedto install filters drop-
ping advertisements for small prefixes, in order to avoid an unnecessary growth of



108 Chapter 4. Current Interdomain TE Techniques

BGP routing tables [BBGR01]. At the time of this writing, filtering prefixes longer
than 19 bits for some classes of addresses is a common and encouraged practice
among ISP operators, making the technique of more specific prefixes less effective
[Veg05]. The MED attribute can only be used when there are multiple physical
links between two ASs and not in the case of stub ASs multi-homed to several
providers, a very common situation today [ACK03].

The only remaining techniques for controling the inbound traffic of an ISP are
AS-Path prepending and BGP communities. Despite the importance of traffic engi-
neering for ISPs, there have been few studies on the efficiency of these techniques.

4.5 Evaluation of AS-Path prepending

According to a detailed analysis of BGP routing tables presented in [BNC02], AS-
Path prepending is a widely used technique. Broido et al [BNC02] reveals that
6.5% of routes were affected by prepending in November 2001.Strangely, the
efficiency of this technique has never been studied on a wide-scale basis. We per-
formed a first simulation-based study of AS-Path prependingin [BTP+03]. Later,
measurement studies were performed in parallel in [QPBU05]and [CL05]. In
[QPBU05], we have studied AS-Path prepending from a real stub AS and have
shown that the granularity of AS-Path prepending is coarse.Prepending only once
or twice can already shift a large fraction of the traffic. This means that in practice,
AS-Path prepending can be used to indicate that a backup linkshould be avoided
whenever possible, but using it for load-balancing purposeis difficult. In [CL05],
Chang and Lo proposed an automated AS-Path prepending technique. They eval-
uated from a non commercial site. They concluded that their technique works but
requires intrusive active measurements and is not fine grained. Finally, an opti-
mized AS-Path prepending technique was proposed in [GDZ05]. A recent study
by Yang et al [YXW+05] has investigated uncoordinated traffic engineering and
derived guidelines ensuring stability without global coordination.

However, the results obtained from small simulation studies or considering a
single measurement point may depend on the actual location of the stub AS and
cannot easily be generalized to the whole Internet. In this section, we present the
results of a simulation study of the AS-Path prepending performance in a model of
the Internet topology.

4.5.1 Evaluation model

To evaluate the efficiency of AS-Path prepending as a traffic engineering technique,
we rely on simulations. We use the C-BGP routing solver described in Chapter 2
as well as an AS-level Internet topology. This topology was inferred from real
BGP routing tables gathered from multiple vantage points bySubramanian et al.
[SARK02]. The topology we used for this study is dated from January 9th, 2003. It
contains 14695 domains and 30815 interdomain links. There is at most one link be-
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tween two different domains. We model each domain with a single BGP router and
routing policies based on the economical relationships, determined by [SARK02],
which exist between the domains. To our knowledge, no simulation study has been
able to analyze the impact of the routing policies on large networks composed of
thousands of routers with routing policies. Most simulation studies only consider
a few tens or sometimes a few hundred of routers. Given the importance of the
routing policies, we choose to model them realistically. Memory constraints and
the impossibility of inferring the internal topology of each AS from the available
routing tables [SARK02] forced us to consider a single router inside each AS (see
Fig. 4.6).

The routing policy of our BGP routers is composed of two parts. The first
part is the so-calledselective export rule[Gao00] which governs the provision of
transit service. One domain provides a full transit serviceto its customers, a limited
transit service between its customers and its peers but never between its providers
and its peers. In our simulations, we configured each BGP router with the routing
policies corresponding to the relationships with each of its peers. The second part
of the policy introduces a preference among routes learned over different relations
[Gao00]. The routes learned from customers are preferred over routes learned from
peers which in turn are preferred over routes learned from providers. The reason
for such preferences is that providers do not have to pay their customers to carry
traffic. This also ensures that interdomain routing will converge [GR00].

Provider

Customer

Peer

in:
    comm <- 1
    pref <- 80
out:
    (comm=1) => deny

in:
    comm <- 1
    pref <- 60
out:
    (comm=1) => deny

in:
    pref <- 100

filter

filter

filter

Figure 4.6: Model of an AS with policies.

These policies can be implemented easily with the help of filters. We show
the detail of these filters in Fig. 4.6. Routers will be configured to mark each
routes received from a peer of a providers with a Community. This Community
is used to prevent the redistribution of these routes to other peers and providers.
The preference for routes received from customers, then from peers and finally
from providers is implemented in our simulations by relyingon theLocal-Pref
attribute. A Local-Pref value of 100 is assigned to routes received from customers,
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a value of 80 for routes received from peers and a value of 60 for routes received
from providers.

Although the January 9th topology was the most accurate publicly available
map of the global Internet, it has several limitations. First, in this topology each AS
is modeled as a single node connected to neighboring ASs. In reality, an AS may
contain up to several hundred of routers and there may be morethan ten different
physical links between two ASs although these links appear as a single edge in
the inferred topology. Furthermore, the heuristic used to infer the routing policies
is limited by two factors. First, it relies on a small set of BGP tables, typically
collected at large tier-1 ISPs and those tables do not contain all interdomain links.
Second, the inferred routing policies are not always correct.

We compute the interdomain paths for each prefix independently. This does
not change the outcome of the simulation since we do not consider BGP route
aggregation. The selection of the interdomain paths towards each prefix is thus
independent. This makes possible to easily distribute the computation on different
CPUs, without adding much overhead.

4.5.2 Importance of the tie-breaking rules

Before analyzing the simulations of AS-Path prepending, itis important to under-
stand how the BGP decision process selects the best path towards each destination.

For this purpose, we perform simulations with the model described in Sec-
tion 4.5.1. We instrumented the simulator to record, for each best route selected
by a BGP router, the specific rule of the BGP decision process which was locally
responsible for its selection. We then use this informationto determine the impor-
tance of the different rules in the BGP route selection.

We perform 14695 simulations. In each simulation, a different domain an-
nounces a single prefix. We then count for each domain the number of routes
selected by each rule of the decision process to join the announced prefix. For
each source domain and each destination prefix, there are 4 possibilities. First, the
domain has received a single route toward the prefix and the decision process is
not applied. Second, the domain has received one route with ahighest preference,
thus the rulelocal-pref is accounted. Third, there are more than one route with
the highest Local-Pref but one among them has a shorter AS-Path, thus the rule
shortest-pathis accounted. And finally, if there is still more than one route after
theshortest-pathrule, thetie-breakis accounted.

We classify these results based on the level of the domain in the Internet hier-
archy as identified by [SARK02]. There are 5 levels in the Internet hierarchy. The
first level is the core of the Internet and contains a full-mesh of large transit do-
mains (tier-1’s). The second level contains large transit networks (tier-2’s) deeply
interconnected. The third and following levels contain smaller regional providers
and stub domains.

Fig. 4.7 presents the results of these simulations. On the x-axis we show the
5 levels of the Internet hierarchy identified by [SARK02]. The y-axis shows the



4.5. Evaluation of AS-Path prepending 111

relative importance of the rules, for each level of the hierarchy.x There is a bar
for each considered rule:local-pref, shortest-pathand tie-breakas well as a bar
for single route. The latter gives an idea of the importance of networks which
only receive a single route to reach a destination and which thus do not apply the
decision process.
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Figure 4.7: Importance of each rule of the BGP decision process at different levels
of the Internet hierarchy.

The simulation results shown in Fig. 4.7 reveal several interesting results. First,
we can observe that between 30 and 45% of the tier-3 to tier-5 ASs only receive a
single route to each destination. Those ASs are singled-homed ASs. For the tier-3
to tier-5 ASs, about 30% of the BGP routes are selected on the basis of the length
of their AS-Paths. The remaining 30% of the routes are selected on the basis of the
tie-breaking rules. For stub ASs, those tie-breaking rulesoften correspond to the
router ID step of the BGP decision process. Note that in reality, thelocal-pref rule
may be used more frequently in stubs for backup or traffic engineering reasons, but
this is not modeled in our simulations.

Concerning the tier-1 and tier-2 ASs, 10% of the routes selected by those ASs
are chosen on the basis of their Local-Pref attribute. Then,about 40% of the routes
are selected on the basis of their AS-Path. Finally, in the tier-1’s and in the large
national transit domains, about 50% of the routes are selected on a tie-break basis.
This is due to the large number of interconnections that exist between all these
domains and thus to a large number of alternative routes witha similar AS-Path
length. For the transit domains, the tie-break rules correspond to the third, fourth
and fifth step of the BGP decision process (Fig. 4.1).

A consequence of the importance of the tie-breaking rules inthe BGP deci-
sion process is that it is difficult to predict which best route will be selected in
a distant AS. The selection of the best route depends on information that is not
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available outside the local AS. Indeed, in the first tie-breaking rule, the value of
the MED is only visible between neighboring ASs. In the second tie-break rule,
if one eBGP route exists, the iBGP routes are removed from consideration. The
outcome of the IGP metric rule depends on the internal IGP cost allocation pol-
icy of the considered domain. This information is usually confidential. Although
some researchers have usedtraceroutesto infer the IGP costs of internal links in
transit ISPs [SMW02], their accuracy appears to be limited [TMSV03]. In the final
tie-breaking rule, we must know the Router-ID or the IP addresses of the involved
routers, if the implementation relies on this information.Again, this is often kept
secret by network operators. On the other hand, if the final tie-break keeps the
oldest route, this decision is non-deterministic.

Since the tie-breaking rules are widely used in the BGP routeselection, it is
hard for an AS to evaluate how the traffic will enter the AS. Moreover, this also
shows that the ASs often receive routes with the same AS-Pathlength for each
destination prefix. We can already guess that this will influence the efficiency of
AS-Path prepending. By increasing the length of the AS-Pathfor a route to one
provider of a dual-homed stub, the route announced through the other provider
is preferred by all ASs that used the tie-breaking rules for this destination. Con-
sequently, a lot of incoming routes are likely to move to the preferred provider
because the tie-break is used for more than 30% of the routes.

4.5.3 Evaluation of AS-Path prepending

The aim of this section is to generalize our observations on the control of the routes
entering our experimental AS with AS-Path prepending. Therefore, we perform
simulations with the topology described in Section 4.5.1, which captures a large
portion of the real Internet. In the simulations we are not limited to a single dual-
homed stub. We can obtain results similar to [QPBU05] for each dual-homed stub
in the topology. For each dual-homed stub, we study the use ofAS-Path prepending
to control how the other ASs reach the stub.

We rely on dual-homed stub domains to easily evaluate the impact of prepend-
ing on the distribution of the routes on their two upstream providers. These stubs
represent 82% of the multi-homed stub ASs in the considered topology. The 5841
dual-homed stubs consist of more than 39% of the ASs in the January 9th topology.
Single homed stubs are not considered since they do not have the possibility to en-
gineer their traffic on multiple interdomain links. Stubs with more than 2 providers
are less frequent. We do not consider them in this study because it is difficult to
present graphically the simulation results for such multi-homed stubs.

We use the simulation model presented in Section 4.5.1. For each considered
stub, we determine how it is joined by all the other domains when no prepending
is used. Then we compute for each stub the distribution of thepaths via their
two providers. We call it the “default” distribution. This distribution is plotted
in Fig. 4.8. To present the results graphically, we defined anordering among the
providers. Each of our stubs has a well connected provider and a less connected
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provider. To determine what is the less connected provider of a dual-homed stub,
we associate to each domain a ranking based on the following degrees: the number
of providers of the domain, the number of peers and the numberof customers.
This ranking is a lexicographic order on (〈num_prov, num_peer, num_cust〉)
to define the importance of a domain. This ordering has one exception for tier-1
domains in the core that do not have providers. When two domains have to be
compared, if one is in the core and the other is not, the domainin the core is
considered more important. Otherwise, the domain which hasmore providers is
more important. If the number of providers is equal, we compare the number of
peers, then the number of customers if required.

On the x-axis of Fig. 4.8, we show the percentage of paths thatcross the less
connected provider. The y-axis of Fig. 4.8 shows the number of stubs which have
the same distribution of paths. We can observe that when no prepending is done,
there is no clear tendency in favor of one of the two providers. Some stubs receive
most of their interdomain paths via their most connected provider, others receive
the same number of paths via each provider, while some stubs receive most of their
paths through the less connected provider.
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Figure 4.8: Default relative distribution of paths on the less connected provider.

We then perform simulations where each dual-homed stub selectively prepends
the AS-Path toward its less connected provider and toward its more connected
provider. For each stub and for each of their providers, we use three different
amounts of prepending: 1, 2 and 7. The results of these simulations are shown in
Fig. 4.9. The top plot shows the impact of prepending towardsthe less connected
provider while the bottom plot shows the impact of prepending towards the most
connected provider.

The first important result that one can draw from these simulations is thatthe
effect of prepending is coarse. On average, prepending once toward one provider
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already moves a large fraction of the paths away from this provider. The granu-
larity of AS-Path prepending is thus extremely limited. So is its interest for traffic
engineering.

 0

 1000

 2000

 3000

 4000

 5000

 6000

 0  10  20  30  40  50  60  70  80  90  100

N
um

be
r 

of
 s

tu
bs

Percentage of paths on less connected provider

on less connected provider
prepend once
prepend twice

prepend 7 times

 0

 1000

 2000

 3000

 4000

 5000

 6000

 0  10  20  30  40  50  60  70  80  90  100

N
um

be
r 

of
 s

tu
bs

Percentage of paths on less connected provider

on most connected provider
prepend once
prepend twice

prepend 7 times

Figure 4.9: Percentage of paths on the less connected providers for various amount
of prepending.

The second conclusion one can draw from these simulations isthatthe marginal
benefit of prepending decreases quickly. One can see that prepending once
moves a lot of paths. Prepending twice still moves a lot of paths away. But the
difference is minor between prepending twice and prepending 7 times. Further-
more, prepending too much can be a problem because inflated AS-Paths require an
increased amount of memory in routers.

Third, the efficiency of prepending is highly uncertainand depends on the
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location of the stub’s providers as well as the relationships that these providers
have with other domains. There are stubs for which paths can be moved easily
from one provider to another, other stubs for which it is easier to move path from
one provider to the other than the other way around and even stubs for which a very
large part of the paths cannot be moved independently of the amount of prepending.

We further examine a few cases that happened in our simulation study to clar-
ify how the topology and business relationships influence the efficiency of AS-
Path prepending. Fig. 4.10 presents two different stubs from the topology we
have used and shows how the connectivity of their providers constrain the effi-
ciency of prepending. First, on Fig. 4.10(a), the stubAS3748 has two providers,
AS3786 andAS4766 which have a similar connectivity. They both have many
customer-to-providerrelations with domains in the core. The default distribution
of incoming paths on the stub’s access link is thus balanced:approximately 50%
is received through each provider. This is due to the similardistance of the stub
to the rest of the Internet through both providers. When prepending is used once
towardAS3786, the percentage of paths which reach the stub through it decreases
to 10%. This is explained by the distance of the stub which quickly becomes longer
through providerAS3786 making the alternate path preferred. When prepending
twice, this percentage falls to nearly 0%. The behavior is similar when prepending
is used towardAS4766. After prepending once, the percentage of paths through
AS4766 decreases to 3%. After prepending twice, it is close to 0%.

AS3786

Internet core

AS4766

AS3748

Internet core

AS225

AS7843

AS7066

AS19548
AS9316

(a) (b)

Figure 4.10: Topology and policies impede on the AS-Path prepending efficiency.

The second example, shown in Fig. 4.10(b), shows a stub whichhas providers
of different importance. The less connected provider,AS7066has a singlecustomer-
to-provider link to AS1239 in the core. It also has a few customers. On the con-
trary, the second provider,AS7843 has threecustomer-to-providerrelationships
with AS1, AS209 andAS701, all in the Internet core. It also has two other rela-
tionships with minor providers and a few customers. Here, the default incoming
path distribution is already unbalanced: 15% pass throughAS7066 while 85%
pass throughAS7843. This is due to the choices of the domains in the core. They
select the shortest path to the stub and re-advertise it to their clients and peers. In
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this case, the efficiency of AS-Path prepending differs whenit is used toward the
less connected provider or toward the more connected provider. After prepend-
ing once and twice towardAS7066, the percentage of incoming paths received
through this provider becomes respectively 12% and nearly 0%. On the contrary,
it is not possible to move all the incoming paths away from theother provider,
AS7843. The results of prepending once, twice and 7 times give the following
percentage of paths: 75%, 67% and 50%.

Another example is given in Fig. 4.11. Here, the stub,AS17049 is also con-
nected to two providers of different importance. The less connected provider is a
priori AS6467 because it is not in the core while the other provider,AS1239 is.
However,AS6467 has an excellent connectivity with domains in the core, such
asAS1, AS701, AS7018 and alsoAS1239. Moreover, these domains (except
AS1239) will prefer the routes learned fromAS6467 which is a customer over
the routes received fromAS1239 which is a peer whatever theAS-Path length
is! This is why after prepending only twice towardAS1239, there are already
no more paths passing through it. On the contrary, prepending toward the other
provider,AS6467, hardly moves a lot of paths. Even after prepending 7 times, the
percentage of paths which reach the stub throughAS6467 is still more than 58%.

Internet
core

AS6467

AS17049

AS701

AS1

AS7018

AS1239

Figure 4.11: Topology and policies impede on the AS-Path prepending efficiency.

4.6 Evaluation of Communities

Using the Communities attribute to perform incoming trafficengineering can pro-
vide a finer granularity than AS-Path prepending or selective announcements. Al-
though the Communities attribute is widely used in the Internet today as indicated
in our surveys [BQ03], its utilization for the purpose of engineering the traffic of
an ISP has not been studied yet. In [QTUB04], we have shown that the utilization
of Communities for traffic engineering purposes relies on anad hoc definition of
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Community values and on manual configurations of BGP filters which makes it
difficult to use and subject to errors. In addition Communities with a local mean-
ing were often uselessly propagated to the entire Internet.To solve these problems
a number of standard encoding of Communities have been proposed: Redistri-
bution Communities [BCH+03] and Proxy Communities [AG04]. More recently,
we have published a measurement study of Communities-basedtraffic engineering
performed from a single stub domain [QPBU05].

In practice, it can be expected that those Communities will be used to influence
the redistribution of routes towards large transit ISPs with a large number of cus-
tomers. Consider for example the case of YUCOM, a European dual-homed ISP.
Like many other ISPs [SARK02], this ISP has two major upstream providers that
allow it to reach the entire Internet. Fig. 4.12 provides a closer look at the tier-1
providers and peers on the basis of the BGP advertisements received by the studied
ISP. In this figure, we show a small subset of the interdomain topology and the
number of distinct AS advertised through the three largest tier-1 ISPs.

2470

21312491
3555

ISP 2

YUCOM

ISP 1

Tier-1 A Tier-1 B Tier-1 C

Figure 4.12: Part of the interdomain topology seen from YUCOM

Fig. 4.12 reveals two interesting informations. First, each tier-1 ISP provides
connectivity and thus announces routes towards a large number of AS. In total, the
three largest tier-1 providers announce prefixes from more than 8500 AS. Second,
the studied ISP learns routes about more than 2000 AS attached to tier-1B via
its two upstream providers. By using Communities targeted at those large tier-
1 ISPs, our ISP could influence the redistribution of its routes to a large number
of AS with only a few Communities. For example, the studied ISP could utilize
a single Community to request its first upstream provider to announce its local
routes with AS-Path prepending only towards tier-1B. The result of this modified
advertisement by the first provider will be that the traffic coming from AS attached
to tier-1B would be received through the other provider.

This is a good news for Community-based traffic engineering.The classical
BGP Communities or the Redistribution Communities being developed by the
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IETF citedraft-red-comm-grow-00:2003can be used to achieve a finer control
on the incoming traffic than AS-Path prepending. However, it should be noted
that they suffer from three important drawbacks.

The first drawback is that, given our limited knowledge of theInternet topology
and the routing policies used by distant ASs,it is difficult to predict the impact
of a given Community value. For example, consider Fig. 4.13 and assume that
the stub AS attaches to its route advertised to ISP2 a Community indicating that
ISP2 should not advertise the route to tier-1 B. In this case,tier-1 B will not use its
link with ISP2 to reach the stub. From Fig. 4.13, tier-1 B willsend its packets to
either tier-1 C or tier-1 A. In the first case, the Community used by the stub does
not have any effect on the packets received by the stub. Furthermore, the sources
that are downstream of tier-1 B will recompute their best route to reach the stub
and some of them may use tier-1 C instead of tier-1 B to reach the stub while others
will utilize other paths. Given our limited knowledge of theInternet topology, it
is very difficult to predict the decision that all those ASs will take. Note that if
prepending towards tier-1 B was requested by the stub, the Community would not
have any impact since tier-1 B prefers the direct routes received from its customers
over routes through its peers.

ISP 1

Tier-1 A Tier-1 B Tier-1 C

Stub

Internet core

ISP 2other
peers

Figure 4.13: Influence of the topology and the business relationships on the effi-
ciency of Communities.

A second drawback of the BGP communities is thatthe impact of one Com-
munity on the incoming packet flow will depend on whether it isassociated
with other Communities or not. For example, consider the right part of Fig. 4.10.
Assume that AS17049 uses a Community to request AS6467 to notannounce its
route to AS701. In this case, AS701 may update its BGP routes and use its peer-
ing link with AS1 to reach AS17049 via AS6467. Thus, the Community has no
effect on the packet flow as seen by AS17049. However, if this community is used
together with a Community requesting AS6467 to not advertise the route to AS1,
then both AS701 and AS1 will probably use AS1239 to reach AS17049.
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Finally, the last drawback of the utilization of Communities is that a typical
AS will need to choose among alarge number of different Communities. For
example, consider the Redistribution Communities [BCH+03] that allow a stub to
influence the advertisement of its routes to the peers of its peers. The number of
available Redistribution Communities depends on the number of ASs that are two
AS-hops away. For Belnet, there are 1729 distinct ASs at two AS-hops.

In practice however, it can be expected that RedistributionCommunities will
mainly be used on customer-provider links. Fig. 4.14 shows the cumulative distri-
bution of the links at 2 hops for the multi-homed stub ASs in the topology from
[SARK02], on January 9th, 2003. This gives us an idea of the number of Redistri-
bution Communities that could be used by at a multi-homed stub. The first curve
(on the left) gives the cumulative number of multi-homed stubs with a given num-
ber of links with providers at 2 hops. The second curve concerns the number of
peer-to-peer links at two hops. The third curve shows the number of links, at 2
hops, with customers that are single-homed. The last curvesgive the number of
peerings with single and multi-homed customers at 2 hops andthe total number of
peerings at 2 hops.
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Figure 4.14: Importance of different business relationships at 2 AS hops from
multi-homed stub domains.

Twenty percents of the multi-homed stubs have more that ten peerings providers
at two hops. These stubs can use210 = 1024 sets of Communities to engineer their
incoming traffic with Communities influencing the redistribution of their route to-
ward providers only. Sixty percent of stubs have more than 500 links at 2 hops.
This implies that a a lot of combinations of Communities exist to engineer the
traffic of these stubs even if we exclude the Communities targeting single-homed
customers since this traffic cannot be moved with Redistribution Communities.
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4.7 Approaches not relying on tweaking BGP

In addition to the traffic engineering techniques that we have discussed in the pre-
vious sections, there are other proposals to control the interdomain traffic that do
not necessarily rely on tweaking BGP attributes.

A first example is the utilization ofend-systems-based overlay networkssuch
as RON [ABKM01]. In those approaches, overlays are established between end-
systems based on collected measurements. The overlay is implemented by using
IP tunnels. These approaches require that end-systems be modified. In addition,
these approaches require the establishment of a large number of tunnels since they
work at the level of flows or source/destination pairs. Another similar approach
is the Detours proposed in [SAA+99]. Detours also relies on tunnels established
between routers and assumes that end-systems are able to select the appropriate
detour router.

In [GCLC04], a load-balancing system based ondynamic Network Address
Translation (NAT) is proposed and evaluated. The source addresses of outgoing
packets are translated to one of the external addresses of a NAT box connected
to multiple providers. The external address chosen by the load-balancing system
depends on which link the returning traffic is assigned. Thissystem allows to
control the incoming and the outgoing traffic for small enterprise networks. The
offered control is fine-grained since it can be done at the level of layer-4 flows.

In addition, there are also proposals to bring drastic changes to interdomain
routing. For instance, theOverlay Policy Control Architecture (OPCA) [ACK03]
considered the use of a separate protocol to carry control information. The idea ly-
ing behind OPCA is to separate routing and routing policy. This leads to using
another protocol in an overlay network to handle changes in routing policy. The
applications of such an architecture encompasses improving the time of route fail-
over as well as allowing multi-homed stubs to control their incoming traffic.

Finally, [Yan03] proposes aNew Internet Routing Architecture (NIRA) to
allow hosts to select the transit ISPs used to reach a destination. NIRA includes
methods that allow individual hosts to discover the topology, i.e. the existing routes
to the destination, as well as to discover the availability of these routes, i.e. whether
they can currently be used or not. [Yan03] discusses the challenges of designing
and deploying such a new interdomain routing protocol. Another approach is de-
scribed in [KKW+03] where the BANANAS framework is proposed. This frame-
work aims at providing means of exploiting the multiplicityof paths available in
the Internet.

4.8 Conclusion

In today’s Internet, ASs often need to control the flow of their interdomain traffic,
for cost or performance reasons. In this chapter, we have explained why it is diffi-
cult for an Autonomous System to control the flow of its incoming traffic with the
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current Internet architecture based on BGP.
We started with a survey of BGP-based traffic engineering techniques. We

have shown that these techniques rely on influencing the decision process of BGP
routers. We distinguished the control of the outgoing traffic from the control of the
incoming traffic. Both techniques are different in that theymanipulate different at-
tributes of the BGP routes, but also due to the scope of their influence. Techniques
focusing on the outgoing traffic rely on decisions taken by BGP in the local domain
while techniques trying to control the incoming traffic needto influence the BGP
decision process in distant domains, which is far more difficult.

We summarize our conclusions in Table 4.3. We show for each technique
which direction of the traffic it can control (2nd column) as well as the scope of
the technique (3rd column). The remaining columns indicates different qualities of
the techniques. Firstly, we indicate if the technique isPredictable, i.e. if its rout-
ing impact can be predicted. Indeed, to accurately control the flow of its incoming
packets, an AS should be able to predict which route will be selected by distant
ASs. Secondly, we indicate if the technique isScalable, i.e. if the technique can
be used given the number of routes in the Internet today and its expected growth.
Thirdly, we indicate if the method isRobust, that is if it does not impede the current
robustness of the interdomain routing system. The last column gives comments on
the efficiency of the technique.

The BGP-based techniques available to control the outgoingtraffic work by
influencing the routers in the local domain. All these techniques are deterministic,
scalable and robust.

The conclusions for the BGP-based techniques considering the incoming traf-
fic are more variate. First, the selective announcements arenot robust since the
failure of an access link will cause the complete withdrawalof some prefixes. The
announcement of more specific prefixes is not deterministic since it is sensitive to
filtering by distant ASs. In addition, this technique is not scalable since it increases
the number of prefixes in the BGP routing tables. The MED attribute can only
be used to control the traffic received over multiple links with a neighbor AS. In
addition, this technique requires an agreement with the neighbor AS. Finally, us-
ing the MED attribute might lead to oscillations difficult todebug [GW02a], so its
robustness is questionable.

We showed by simulations that AS-path prepending, althougha widely used
technique, provides a too coarse and non predictable control on the incoming traf-
fic. This prediction is difficult for two reasons. First, our knowledge of the Internet
topology and the routing policies is incomplete. Second, even with a detailed topol-
ogy, it would still be very difficult to predict the outcome ofthe tie-break rules of
the BGP decision process. In practice, AS-Path prepending can be used to indicate
that a backup link should be avoided whenever possible, but it is difficult to use it
to balance the incoming traffic.

An alternative approach is to rely on techniques based on special BGP commu-
nities [QTUB04, AG04]. Those techniques provide a finer control on the incoming
traffic. Unfortunately, they are difficult to use in practicedue to the incomplete
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BGP-based approaches

Local-Pref Out Domain X X X

IGP weights Out Domain X (X) X

Sel. announcements In Internet X Not robust to access link failure.
More spec. prefixes In Internet X Sensitive to filtering

MED In Neighbor(s) X X (X) Requires bilateral agreement(s)
AS-Path prepending In Internet X X Limited granularity (given the

diameter of the Internet). Impact
difficult to predict.

Communities In Internet X X Impact difficult to predict. Large
search space.

Non BGP-based approaches

RON, Detours In/Out Internet X X Require modifications to end-
systems. Rely on a large number
of IP tunnels.

NAT In Internet X Target multi-homed enterprise
networks. Poses problem when
one access link fails.

New architectures In/Out Internet X X X Difficult to deploy in the current
Internet.

Table 4.3: Summary of traffic engineering methods.
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view of the whole Internet that an operator has and to the combinatorial explosion
of possibilities given the number of distinct BGP communities that an AS can use.

Based on our analysis, the current BGP-based techniques arenot appropriate
to control the incoming packet flows. Changes to the Internetarchitecture are thus
necessary to achieve such control. Different alternative architectures have been
proposed in the literature such as OPCA, NIRA and BANANAS, but these archi-
tectures require that all the BGP routers in the Internet be updated which would
require several flag days. The same conclusion can be drawn for end-systems-
based alternatives such as RON or Detours, since they would require that all the
endsystems be updated. In addition, these end-systems-based approaches scale less
since they work at a finer granularity (flows or source/destination pairs). Finally,
we do not consider the NAT-based system to be applicable for large stub ASs such
as broadband access providers. NAT-based systems are targeted at small enterprise
networks. In addition, they pose problems when an access link connected to the
NAT-box fails since the DNS must be updated.

Therefore, we can conclude that no technique can be used today by a large stub
domain to control its incoming traffic in a fine, scalable and predictable way.





Chapter 5

Cooperative Traffic Engineering

5.1 Introduction

In this chapter, we propose a novel approach to allow a stub ASto control its in-
coming traffic in adeterministic manner. Moreover, it isscalableand can be
deployed in the Internet today with little effort. Our approach relies on the es-
tablishment ofVirtual Peerings between cooperating ASs. A Virtual Peering
allows a destination AS to request a source AS to send its packets via a chosen
ingress router in the destination AS. Our solution can be used by ASs willing to
load-balance their incoming traffic, use low-latency paths, high-bandwidth paths
or even to decrease the cost of their interdomain traffic. We focus on stub ASs such
as content-providers, enterprise networks and broadband access providers that pro-
duce and sink most of the traffic in the Internet. Though our solution could also be
used in the case of transit ASs, controlling the incoming traffic in large transit ASs
is a different problem that is outside the scope of this thesis.

Our solution slightly modifies the BGP protocol. To ensure that those modi-
fications can be deployed incrementally, we do not require transit ASs to support
our extensions. The only affected routers are located within the cooperating source
and destination. This is a key contribution of our solution.

Virtual Peerings can be used to achieve various types of traffic engineering
objectives such as balancing the load of traffic, preferringthe lowest delay paths,
the highest bandwidth paths or reducing the cost of traffic. We investigate the
utilization of Virtual Peerings to solve two different traffic engineering problems.
The first problem examined, isbalancing the load of traffic received by a stub
domain on its access link. As described in Chapter 1, the traffic of a multi-homed
stub domain is often unbalanced. When a stub AS is connected to two transit
providers it may, depending on the BGP configuration of its providers, receive 80
or 90% of its traffic through one provider. This imbalance maylead to congestion
and packet losses on the access links. To avoid this congestion, stub ASs need
to move some incoming traffic flows between providers to obtain a better traffic
balance.

125
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The second problem examined is theselection of paths with a better qual-
ity . As BGP does not use any metric besides the length of the AS-Path [HFP+02,
BNC02], the choice it makes is seldom the best when another QoS metrics mat-
ters. There are cases were two ASs would like to rely on another metric such as
the delay or the available bandwidth to perform their route selection. For instance,
two ASs may want to select the interdomain path with the lowest latency between
VoIP gateways. Another example is the case of two National Research and Edu-
cation Networks (NRENs) which host laboratories that must exchange huge data
files such as telescope images. They might want to find the route that has the largest
available bandwidth to proceed to the file transfer. The samerequirement applies
to GRID computing where large volumes of data must often be exchanged between
centers that own computation power. In Section 5.5, we focuson the selection of
paths with the smallest delay.

The chapter is organized as follows. First, we introduce in Section 5.2 the con-
cept of Virtual Peerings and we give a brief sketch of the proposed approach. In
Section 5.3, we present the architecture in more details. Wedefine the components
involved in the Virtual Peerings and the messages they exchange. At the end of
Section 5.3, we discuss three important technical issues related to Virtual Peerings:
security, robustness and deployment. We show that these issues can be overcomed
with today’s Internet. In Section 5.3.7, we present a simulation study that we per-
formed to evaluate the benefit of Virtual Peerings in term of path diversity. In
Section 5.4 and Section 5.5, we evaluate the utilization of Virtual Peerings for two
traffic engineering objectives: load balancing and latencyreduction. Finally, we
conclude in Section 5.6.

5.2 Virtual peerings

Today, a common method used by ASs to engineer the flow of theirinterdomain
traffic is to establish peerings with other ASs [Bar00]. These additional peerings
provide diverse routes to the AS, increasing its path diversity and the chance to
get better routes towards some destinations. Those peerings are established either
through direct private links between the two ASs or over an interconnection point.
An eBGP session is used over the peering link to advertise theprefixes that are
reachable via each AS. BGP peerings are established manually by changing the
routers configurations by hand. However, manual operationsare error-prone and
slow [MWA02]. In addition, the time of establishment of a newpeering is often on
the order of magnitude of several days or weeks.

We propose to solve these problems with Virtual Peerings, which automate
the establishment of BGP peerings between cooperating ASs and extend them to
distant ASs1. Virtual Peerings allow an AS to control the ingress point used by
a non-adjacent AS. Therefore, Virtual Peerings represent adeterministic solution

1Note that some ASs already establish peering relations withnon-adjacent ASes by relying on
L2VPNs (see [BP05, LIN06], for example)
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to the control of an AS’s incoming traffic. Virtual Peerings are established by
cooperating ASs based on the current traffic load or another property. We expect
that the establishments and removals of Virtual Peerings will occur on a timescale
of at least a few hours.

A Virtual Peeringis a peering built on a dynamically established uni-directional
IP tunnel between two cooperating, but non-adjacent, ASs. This tunnel is used by
the source AS to send packets to the destination AS via a chosen ingress router in
the destination AS. To control these Virtual Peerings, we propose to place, inside
each cooperating AS, aVirtual Peering Controller(VPC) that will be responsible
for the establishment and maintenance of Virtual Peerings.A VPC can for example
be a dedicated workstation or a stand-alone BGP router.

Various types of IP tunnels can be used to carry the packets onthe Virtual Peer-
ings. The simplest solution is to use IP-in-IP encapsulation [Sim95] or Generic
Routing Encapsulation (GRE) [FLH+00] tunnels. Those solutions have a low
overhead (20 bytes for IP-in-IP and 24 bytes for GRE) and are supported by most
routers. Two other possible types of tunnels are Layer Two Tunneling Protocol
(L2TP) [LTG05] and IPSec [Ken05] in tunnel mode. L2TP is often used to pro-
vide Virtual Private Network (VPN) services, but its overhead is larger than GRE.
The main advantage of IPSec would be its authentication and encryption facilities
that could be used to protect the Virtual Peering.

In the past, IP tunnels have often been criticized because ofthe cost of en-
capsulating/decapsulating packets and the risk of fragmentation. We would like
to point out that those are not operational problems anymore. High-end routers
are now capable of supporting line rate encapsulation and decapsulation, either on
the normal interfaces or by using special interfaces [Net04]. Second, with Packet
over SONET/SDH links that are widely deployed by ISPs, the Maximum Trans-
mission Unit (MTU) is less stringent as it was earlier. Furthermore, almost all TCP
implementations support PathMTU Discovery (PMTUD) [MD91]and the tunnel
head-end could also perform PMTUD on the tunnel itself.

Another common type of tunnels used by ISPs are MPLS [DR00] tunnels. For
Virtual Peerings, MPLS would offer a lower overhead as well as fast restoration,
bandwidth reservation and traffic engineering capabilities. Unfortunately, those
advantages come at a price: the transit domains must supportMPLS and must allow
other domains to use RSVP-TE [ABG+01] to establish MPLS tunnels through their
own network. While many large ISPs use MPLS inside their network , they are
often reluctant to let their customers or peers send RSVP-TEmessages to establish
MPLS LPSs through their network.

To understand the operation and the usefulness of Virtual Peerings, let us con-
sider the simple network shown in Fig. 5.1. In this network, assume thatASD
would like to balance over its providers the traffic receivedfrom the two sources
AS1 andAS2. As the two sources are attached to the same provider, neither AS-
Path prepending nor redistribution communities [QTUB04] would allow ASD to
control its incoming traffic.

As the access router ofASD is attached to two providers,P1 andP2, another
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Figure 5.1: Sketch of the approach

solution is possible. When a provider establishes a link with one of its customers,
it usually allocates two IP addresses on this link from one ofits own CIDR blocks.
The first one is for its own router and the second one is for the router on the cus-
tomer side. A consequence of this common practice is that theaccess router of
ASD can be reached via two distinct IP addresses:P1.1 andP2.1. As P1.1
belongs to the CIDR block advertised byP1, any packet sent on the Internet with
P1.1 as destination will reach ASD viaP1. Based on this finding,ASD can bal-
ance its incoming traffic provided that it can convinceAS1 (resp.AS2) to send all
the packets whose destination belongs toASD inside an IP tunnel that terminates at
P2.1 (resp.P1.1). This tunnel can be established without any cooperation from
the transit providers. It is transparent forP1, P2 andP3 and entirely controlled by
AS1 (resp.AS2) andASD.

5.3 Architecture and protocol

Multiple components are involved in the establishment and operation of a Virtual
Peering, as shown in Fig. 5.2. First, the two autonomous systems that will establish
the Virtual Peering: the Requester AS (RAS) and the Source AS(SAS). The RAS is
the AS that is willing to control its incoming traffic. One of its router will terminate
the tunnel that will originate in one router of the SAS. Both the RAS and the SAS
can be networks composed of several BGP routers. There must be at least one
Virtual Peering Controller (VPC) in each SAS and RAS. The VPCs are responsible
for monitoring the network and establishing the required Virtual Peerings. In order
to monitor the traffic, VPCs are linked to a measurement infrastructure such as
[VE04]. In addition, VPCs will collect the available eBGP routes from the border
routers. In a full-mesh iBGP, the VPC will typically have an iBGP session with all
the routers in the domain. Solutions such as BMP [Scu05] and Juniper’sexternal-
bestcould be used in the future to increase the number of eBGP routes learned.
VPCs can be dedicated workstations or stand alone BGP routers. Due to their
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central position in an AS, it would be natural to implement the VPC features on
BGP route-reflectors.
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Figure 5.2: Interdomain network topology

To initiate the establishment of Virtual Peerings and to exchange the parameters
between the involved VPCs, a protocol is required. Instead of defining a new
signaling protocol, we propose in this chapter to rely on thealready deployed BGP
protocol as a mean to exchange Virtual Peerings requests. The reason for this
choice is that such a protocol requires few modifications to BGP and that it can
be deployed incrementally. Our extensions solve the following issues. First, the
VPC in an RAS must learn the IP address of the VPC in the SAS. Second, the
VPC in an RAS needs a secure mean of requesting from a VPC in a remote AS
the establishment and removal of Virtual Peerings. Then, the VPC in the SAS
must communicate with the border routers of its AS in order tosetup the requested
tunnels. Finally, routes must be distributed inside the SASin order to advertise the
tunnels.

5.3.1 Advertisement of VPC addresses

TheVirtual Peering Controller Advertisement (VPCA) is used to advertise the
IP addresses of the VPCs that serve the SAS. Indeed, to request the establishment
of a Virtual Peering with the SAS, the RAS needs to know the IP address of the
SAS’s VPC. If a small number of ASs want to use Virtual Peerings, these addresses
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could be distributed in an offline manner, by e-mail or by other means. However,
as the number of participants grows, an automatic solution will be required.

We propose to distribute the SAS’s VPC IP address inside the BGP Update
messages originated by the SAS. The VPC IP address is encodedin a transitive
extended community value. The extended community attribute is an optional at-
tribute supported by all BGP implementations. It is alreadyused to encode various
types of optional information [STR06]. We define the VirtualPeerings extended
community that contains the IP address of the VPC that is responsible for the asso-
ciated prefixes and a set of bit flags indicating the types of tunnels that can be used
to establish a Virtual Peering. For redundancy reasons, an AS could use several
VPCs. In this case, it simply attaches several Virtual Peerings extended communi-
ties to the BGP routes that it originates.

In the example of Fig. 5.2, the BGP routes towards the prefix1.0.0.0/8
advertised by the RAS will contain the IP address1.1.1.9 in the Virtual Peering
community. The BGP routes advertised by the SAS for prefix2.0.0.0/8 will
contain2.0.4.17, the IP address of the SAS’s VPC.

5.3.2 Establishment and removal of Virtual Peerings

To request the establishment of Virtual Peerings, some messages must be exchanged
between the RAS’s VPC and the SAS’s VPC. Instead of defining a new signaling
protocol from scratch to establish the Virtual Peerings, weuse a multi-hop eBGP
session between the two VPCs2. This session is used by the RAS’s VPC to send
messages to the SAS’s VPC. We call this session the Virtual Peering Session. The
messages exchanged over a Virtual Peering Session are not propagated to other
BGP routers.

Two types of BGP messages are exchanged over a Virtual Peering Session:
Virtual Peering Establishment and Virtual Peering Removal. A Virtual Peering
Establishment (VPE) is a BGP Update message sent in order to request the es-
tablishment of a Virtual Peering or to change the parametersof an existing Virtual
Peering. The VPEs sent by the RAS’s VPC over the Virtual Peering session must
contain both the destination prefixes (1.0.0.0/8 in the case of Fig. 5.2) and the
information required to establish the tunnels including the tunnel tail-end. This
information can be encoded by using the tunnel Subsequent Address Family Iden-
tifier (SAFI) proposed in [NKTW05]. This proposal defines a new type of address
family that allows to attach tunnel information to the advertised prefixes. The
encoding proposed in [NKTW05] allows to specify the parameters for different
types of tunnels. For example, a tunnel route indicating a GRE tunnel can con-
tain the required key and the session ID [Dom00] while a tunnel route indicating
an L2TPv3 tunnel will contain the required cookie. Furthermore, several types of
tunnels can be attached to each tunnel route. When advertising tunnel routes, a

2We do not describe the details of a BGP session establishment, but refer the reader to the BGP
specifications [RL04]
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VPC may request distinct Virtual Peerings by advertising different prefixes with
different associated tunnel tail-ends.

A Virtual Peering Removal (VPR) is a BGP Withdraw message sent in order
to shutdown an existing Virtual Peering. The VPRs sent by theRAS’s VPC only
contain the prefix for which the Virtual Peering must be shutdown and concern the
same address family. When a VPR is received by a VPC, it contacts the tunnel
head-ends to shutdown the tunnels for the given prefix.

5.3.3 Distribution of Virtual Peering routes within the domain

The distribution within the domain of routes learned through the Virtual Peering is
done by mean of aVirtual Peering Tunnel Route (VPTR). A VPTR is a normal
BGP Update message that the VPC sends to the border routers inorder to distribute
the tunnel routes received in a VPE. The VPTRs are sent over the genuine iBGP
sessions that the VPC has established with the border routers. Each VPTR contains
a prefix, a tunnel tail-endand the type of tunnel requested. The VPTR uses a
different address family, so that both the normal IPv4 addresses and the tunnel
routes can be advertised over a single BGP session.

The selection of the best border routers to serve as the Virtual Peering head-end
in the SAS could depend on how the SAS wants to optimize its interdomain traffic.
In practice, this decision will be taken by the VPC. Two approaches are possible. In
the first approach, the VPC itself can learn the eBGP routes known by each border
router. Since it has an iBGP session with each border router,this is easy. The
VPC can then measure the quality of each eBGP route based on predefined criteria
by requesting each border router to perform latency and bandwidth measurement
using a technique such as [Sys04]. For instance, it can measure the latency of the
routes or the maximum bandwidth available along the route. Based on the result of
the measurement, the VPC can then select the most appropriate border router.

The second approach consists in establishing multiple tunnels. The VPC must
then select multiple border routers that will serve as tunnel head-ends. This ap-
proach is interesting if the SAS has multiple peerings with its providers, located at
very distant places. In this case, it can be interesting to setup tunnels departing at
each of these peerings in order to favor hot-potato routing.

Upon reception of a VPTR each border router determines whether it has a best
eBGP route to reach thetunnel tail-endin its BGP routing table. In that case,
the border router can serve as a tunnel head-end for the packets sent towards this
prefix. For instance, in the example of Fig. 5.2,R22 has learned fromAS Y an
eBGP route towards the prefix of the tail-end routerR12. The routerR12 has
the IP address10.0.0.12 that belongs to the prefix10.0.0.0/8 originated
by AS Z. Once the tunnel is established, the border router advertises via iBGP
a new route indicating that it can reach the destination prefix, i.e. 1.0.0.0/8.
This route has an higher Local-Pref to force other iBGP neighbors to prefer it over
routes received outside of the Virtual Peering. The AS-Pathof this advertisement
contains the AS-Path of the route that the border router usesto reach the tunnel
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tail-end, i.e.Y:Z:1. If there are no eBGP routes to reach the tunnel tail-end (this
may be due to BGP policies), the border router will not serve as a tunnel head-end
for the packets sent towards this prefix.

We assume that in a typical IP network, only a fraction of the border routers
will be able to serve as tunnel head-ends. This could for example depend on the
type of interfaces installed on each router. To allow the VPCto know the routers
that are capable of establishing virtual peering links, we assume that each router
indicates in the IGP link state packets that it originates the types of tunnels that it
supports, if any. For IS-IS, this can be encoded by using the capability TLV defined
in [VSA06]. Based on its link state database, the VPC can thuseasily determine
the capabilities of all the border routers inside its AS.

5.3.4 Security considerations

From a security viewpoint, the Virtual Peerings approach proposed in this chapter
exhibits two major issues. First, the VPCA message advertises to the global Inter-
net the IP addresses of the VPCs attached to a prefix. If an attacker could modify
the content of the Virtual Peerings extended communities inBGP advertisements
passing through a (transit) router, it could redirect Virtual Peering requests to an-
other machine. This could lead to traffic redirection attacks. However, it should
be noted that if an attacker is able to modify BGP messages, many types of at-
tacks are possible with the standard BGP that is deployed today. In order to avoid
this problem, the best solution is to use one of the BGP extensions proposed in
[Whi03, KLS00], that allow to authenticate BGP advertisements. If those exten-
sions cannot be used, a possible solution is to ensure that the IP address of the VPC
belongs to the advertised prefix.

A second issue is due to the VPEs. When receiving a VPE, a VPC should
be able to verify that the RAS is authorized to advertise those prefixes and tun-
nel tail-ends. Otherwise, an attacker could easily redirect packets sent by the SAS
to its premises instead of a tail-end in the RAS. This verification could be based
on publicly available address allocation registries such as ARIN or RIPE. Sev-
eral major ISPs, notably in Europe, already use those databases to filter the routes
advertised by their peers and customers. Those techniques can also be used by
VPCs. In the long term, the BGP security extensions being developed by the IETF
[Whi03, KLS00] will address this problem.

5.3.5 Deployment

Our rationale for designing the protocol described in this section was to make pos-
sible an incremental deployment. Since the protocol does not require modifica-
tions in the intermediate ASs, two domains can start to use itto negotiate Virtual
Peerings. Moreover, inside a single domain, only a subset ofthe border routers
must be updated in order to support the VPTRs. In addition, the VPC can ini-
tially be implemented in a separate workstation and later bedeployed inside a
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genuine BGP router or route-reflector. Finally, while the BGP security extensions
[Whi03, KLS00] have not yet been deployed in the global Internet, it would be
easier to use them between VPCs as there will be fewer VPCs than normal BGP
routers and the VPCs do not redistribute the VPEs received over the Virtual Peering
sessions to other ASs.

A possible deployment scheme would be to initially start using Virtual Peerings
between a small number of universities or research labs. Afterward, the solution
can naturally be deployed by content and access providers aswell.

5.3.6 Robustness

Once the virtual peering has been established, it will be used to carry packets. Dur-
ing the operation of the virtual peering, several events canoccur. First, the source
or the destination AS may wish, for any reason, to terminate the virtual peering.
This can be achieved by terminating the Virtual Peering session and indicating the
reason for the failure in the BGP NOTIFY message sent.

Second, failures and changes on the interdomain path followed by the virtual
peering from head-end to tail-end may affect its operation.To cope with those
events, the tunnel head-end should use a failure detection protocol such as Bidirec-
tional Forwarding Detection (BFD) [KW06]. BFD can be used invarious environ-
ments and is able to detect both link failures and tunnel failures. Once BFD on the
tunnel head-end has detected a failure of the virtual peering, the tunnel head-end
should withdraw the iBGP routes that announced the prefixes reachable via the vir-
tual peering. This withdrawal will force the other routers of the AS to either switch
to another virtual peering tail-end that is still able to reach the destination prefix or
a normal BGP route.

Another event that can occur is the failure of the Virtual Peering session be-
tween the VPC in the RAS and the VPC in the SAS. This failure canbe detected
in the same way as a genuine BGP session, i.e. by relying on BGPKEEP_ALIVE
messages. When the VPC in the SAS detects that the Virtual Peering session is
failing, it acts as if a VPR was received. It withdraws the VPTRs previously adver-
tised within the domain. One way to be robust to the failure ofa Virtual Peering
session is to have at least two VPCs in each domain and separate Virtual Peering
session between them. Each VPC in the SAS will therefore receive a VPE for each
destination prefix and advertise the corresponding VPTRs tothe border routers.
Each border router will receive two VPTRs. If one Virtual Peering session fails,
one of the VPTRs will be withdrawn, but the other will remain.This solution work
if the cause of the Virtual Peering session failure does not affect the other Virtual
Peering session. If both sessions follow the same Internet route, they share the
same risks.

Finally, to avoid a single point of failure, a good operational practice would be
to place two redundant VPCs in an AS.
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5.3.7 Evaluation

In order to show the potential benefit of using Virtual Peerings to exploit the routes
towards the providers of the destination domain, we performed a simulation based
on real BGP routing tables collected on December 1st, 2004 bythe RouteViews
[Mey05] and RIPE [RIP05] projects. The routing table from RouteViews con-
tained 5,750,380 routes received from 34 different peers. In the simulation, we
only considered the 32 peers that announced a full routing table, i.e. more than
140.000 routes. The RIPE routing table was collected by the RRC00. It contained
1,641,618 routes announced by 11 peers. All these peers announced more than
140.000 routes. We summarize the datasets in Table 5.1.

Dataset Routes Peers Pairs M-h stubs M-h prefixes

RouteViews 5,750,380 32 (34) 496 6,402 29,575
RIPE RRC00 1,641,618 11 55 6,247 29,934

Table 5.1: Summary of RouteViews and RIPE datasets.

Among all the received routes, we identified, based on the AS-paths, 6,402
multihomed stubs advertising 29,575 different prefixes forthe RouteViews dataset
and 6,247 multi-homed stubs advertising 29,934 prefixes forthe RIPE dataset. We
then considered all the pairs of peers present in each dataset. There are 496 dif-
ferent pairs of peers in the RouteViews dataset and 55 different pairs in the RIPE
dataset. We simulated a dual-homed stub domain connected tothe selected peers.
For each simulated stub, we counted the number of different paths learned through
BGP towards all the considered destination prefixes. We consider that two paths
are different if at least the provider in the source AS or the provider in the destina-
tion AS are different. Note that if two paths are different, that does not mean that
they are completely disjoint.

We show the results of our simulations in Fig. 5.3. The figure shows the distri-
bution of the number of different paths available when usingBGP routes towards
the destination domain and when using Virtual Peerings, forall the destination pre-
fixes. On the x-axis, we show the number of different paths available and on the
y-axis, the number of prefixes that could be reached with the corresponding num-
ber of paths. We show the median, the 10th percentile and the 90th of the number
of prefixes since this is a summary for 496 pairs in the case of the RouteViews
dataset and 55 pairs in the case of the RIPE dataset. We can readily observe that
there was few variation among the different pairs since the percentiles are close to
the median.

When looking at the BGP paths towards the destination AS, thenumber of dis-
tinct paths is comprised between 0 and 2. If there is no path, that means that the
destination prefixes cannot be reached. This fortunately occurs for only a small
subset of the RouteViews dataset. This is probably due to thefilters used by some
ISPs. If there is only one path, that means that the destination prefix was not reach-
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Figure 5.3: Path diversity obtained when multihoming to RouteViews or RIPE
peers.

able through one of the providers. But most of the time, the destination prefixes
were reachable through both providers. The number of available BGP paths can-
not be more than 2 since the simulated stubs are dual-homed. Therefore, they only
receive a single route for each destination prefix from each provider. Moreover, it
is frequent that these paths merge at the same provider of thedestination AS. The
path diversity is thus low with BGP even if there are two different paths most of
the time.

If we look at the routes that would be obtained by using Virtual Peerings, the
path diversity increases a lot. Most destination prefixes (67.6% for RouteViews
and 69.9% for RIPE) are reachable through at least 4 different paths. There is also
a significant number of destination ASs that are reachable through 6 paths (14.9%
for RouteViews and 14.5% for RIPE) or even more due to some destination stubs
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being more than dual-homed. The reason for the large majority of the destination
prefixes having an even number of different paths is that the source stub is dual-
homed. The simulations show that using the routes towards the providers of the
destination domain brings out a lot of new paths. A rule of thumb can be derived
from this observation: the number of paths leveraged by Virtual Peerings isM×N ,
with M (resp.N ) the number of providers of the source (resp. the destination) stub.

A similar study was performed in the framework of an evaluation of IPv6 multi-
homing solutions (see [dLBL03, dLQB06]). With IPv6 multi-homing, each end-
system receives several IPv6 addresses, one per provider ofits AS. By selecting
the address that it uses to reach a destination, each host canindirectly select the
interdomain path used. With IPv6, a deterministic control of the interdomain paths
is possible without using virtual peerings.

5.4 Incoming traffic balancing

In this section, we describe how Virtual Peerings can be usedto balance the load of
incoming traffic on the access links of a stub domain. To achieve a good balancing
of the inbound traffic, the stub AS needs to monitor the trafficreceived on each ac-
cess link. This can be done by activating NetFlow on the border routers’ interfaces
and by collecting the traffic statistics in a dedicated workstation [VE04]. Then,
based on the traffic statistics combined with an optimization algorithm, the stub
AS identifies the source ASs that must be moved. For each source AS concerned, a
Virtual Peering is established. Through the Virtual Peering, the destination requests
the source AS to encapsulate its traffic in a tunnel towards a designated access link.

We show that this solution is feasible and that with a limitednumber of Virtual
Peerings, it is possible to reach a near perfect load balanceof the inbound traffic.
We conduct our evaluation in two steps. First, we simulate the traffic imbalance
on the stub that we want to optimize. Then, for each considered stub, we run an
optimization algorithm which determines the Virtual Peerings that are required to
move the sources of traffic of the stub and obtain a better balance of its inbound
traffic. We describe these two steps in the succeeding sections, then we present our
results.

5.4.1 Simulation scenario

We use a simulation scenario similar to that of Chapter 4, based on the Internet
topology inferred by [SARK02] from real BGP routing tables gathered from mul-
tiple vantage points, mostly in the Internet core. The topology dates from February
10th, 2004 and contains 16,921 domains and 37,271 interdomain links. There is
at most one link between two different domains and each link represents the busi-
ness relationship that exists between the two domains it connects. The possible
relationships arecustomer-providerandpeer-to-peer.

We use C-BGP and model each domain as a single BGP router. We translate
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the business relationships between the domains into routing policies configured in
each routers. These policies are composed of two parts. The first part enforces the
so-calledselective export rule[Gao00] and the second part enforces the preference
that a domain has for routes learned over different relations [Gao00].

To ensure a good representativity, our simulations are performed for a large
number of stubs. We consider 1000 dual-homed stubs, 1000 3-homed stubs, 295
4-homed stubs, 101 5-homed stubs and 49 6-homed stubs. This corresponds to
29% of the multi-homed stubs in today’s Internet. Using C-BGP, we computed the
paths used by all the domains to reach the stubs we selected. The computation is
done in a distributed manner, by considering one destination prefix at a time, as
explained in Section 4.5.1.

5.4.2 Topological imbalance and traffic imbalance

There are two main structural causes to the imbalance of the inbound traffic re-
ceived by a stub domain. We call the first cause thetopological imbalance. The
topological imbalance is an imbalance in the number of inbound paths reaching
the destination stub through each of its providers. This imbalance is due to the
routing decisions taken by BGP in the remote domains. The importance of the im-
balance depends on the connectivity of the stub domain and onthe policy routing
constraints. The consequence of the topological imbalanceis that the sources of
traffic reach the destination stub through different paths hence different providers.

We show the initial topological imbalance seen by the stub domains considered
in our simulation on Fig. 5.4. We define the topological imbalance as the maximum
number of paths received by a provider divided by the mean number of paths. For
instance, a dual-homed stub that is reached by 75% of its inbound paths through
one provider and 25% through the other provider has a topological imbalance of
75

50
= 1.5. On the x-axis of Fig. 5.4, we show the topological imbalanceand, on the

y-axis, we show the cumulative fraction of stubs that see thecorresponding imbal-
ance. The figure shows five curves. The upper one concerns 2-homed stubs. We
observe that nearly 50% of the 2-homed stubs have a topological imbalance larger
than 1.6, meaning that these stubs have a provider that receives more than 80% of
the paths. For 3-homed stubs (the second curve), 50% of them have a topological
imbalance that is larger than 2.1, meaning that these stubs have a provider that re-
ceives more than 70% of the paths. The succeeding curves showthe topological
imbalance for 4-homed stubs, 5-homed stubs and 6-homed stubs. For 4-homed
stubs, the median topological imbalance is larger than 2.3,for 5-homed stubs, it is
close to 2.7 and for 6-homed stubs, it is close to 2.8.

The topological imbalance must be combined with thetraffic imbalance. That
is, all the sources do not send the same volume of traffic to thedestination stub. The
distribution of the volume of traffic per source is usually highly skewed. Typically,
a small number of ASs are responsible for a large fraction of the received traffic
([QUP+03, UB02, FBR03]).

To model the traffic distribution in this topology, we assigntraffic on all the
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Figure 5.4: Distribution of the topological imbalance.

sources following a Weibull distribution with shape parameterα equal to 0.5. With
this distribution, about 1000 sources are responsible for 95% of the traffic received
by a stub AS. This fits very well the traffic distribution shownin [FBR03] and
[UBQ03b] and the references therein.

We used those traffic distributions to weight the paths computed by C-BGP.
Doing this, we obtained the distribution of the incoming traffic on each of the con-
sidered 2445 stub domains. Fig. 5.5 shows the distributionsof the traffic imbalance
among all those stub domains. We define the traffic imbalance as the traffic volume
received by the most loaded provider divided by the mean traffic volume. On the
y-axis, we show the cumulative fraction of stubs that have the corresponding im-
balance. Fig. 5.5 shows the traffic imbalance for stubs that have 2 to 6 providers.
We observe on the first curve that less than 25% of dual-homed stubs have their in-
bound traffic well balanced over their providers, that is with an imbalance smaller
than 1.01. Moreover, more than 35% of dual-homed stubs have an imbalance supe-
rior to 1.2, which means that 35% of the dual-homed stubs haveone provider that
receives more than 60% of the traffic. Among stubs that have 3 providers, about
60% have an imbalance larger than 1.2. Discussions with ISPsreveal that such
large traffic imbalances are common.

5.4.3 Selection of the Virtual Peerings

Searching for a better repartition of the traffic is an optimization problem which
consists in allocating an access link to each source of traffic. This is a combinatorial
problem. The number of possible assignments ofN sources onM access links is
MN . For a dual-homed stub (M = 2) and on the order of 15.000 sources, this
number is already huge. Several techniques can be used to solve this problem.
We choose to use Evolutionary Computing techniques [ES03] implemented with
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Figure 5.5: Initial traffic imbalance (α = 0.5).

the help of the GAUL library [Adc04]. We choose an evolutionary algorithm to
solve this problem because it is possible to extend it to support multiple objectives
[Deb01] and this technique has already been applied to solvedifferent interdomain
traffic engineering problems [UBQ03b].

Our evolutionary algorithm (Alg. 4) relies on a population of individuals, that
is, a set of potential solutions that evolves in time. In our population, an indi-
vidual represents a particular assignment of theN sources on theM access links
of the destination. An individual is thus an array(l0, . . . , lN−1) of N integers
0 ≤ lj < M where eachpj is the identifier of the access link used by sourcej
to enter the network. We initialize the population with individuals that represent
the initial BGP situation, that is, an individual represents the access link used by
theN sources. In practice, a stub network does not need to know theinterdomain
paths used by each source AS. It can use NetFlow on its border routers and collect
the traffic statistics [VE04] to determine which source AS isreceived over which
access link. Before starting the optimization, the algorithm slightly perturbates the
initial individuals. In this way, we do not start with a population of identical indi-
viduals. The perturbation of an individual consists in replacing the access link of a
randomly chosen source by a randomly chosen access link.

We fixed the population size, in an empirical manner, to twicethe number
of considered sources. The number of considered sources depends on the traffic
volume distribution. In these results, the algorithm considers as many sources as
required to cover 95% of the total traffic volume. That is,N = 942 sources were
taken into account. During the evolution of the population,we perform mutations
and crossovers. In our algorithm, a mutation consists in changing the access link
of a randomly selected source (see Alg. 5). We refer the reader to [ES03] for an
explanation of the crossover operation.

After each generation of the population, individuals are evaluated with a fitness
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Alg. 4 Optimization algorithm
Let N be the number of sources
Let M be the number of access links
Let (lj)0≤j<N be the initial access link used by each source
Let (vj)0≤j<N be the traffic volume sent by each source

1: /* Initialize population with2N individuals */
2: pop← ∅
3: for k = 0 to 2N − 1 do
4: pop← pop ∪mutate((l0, ..., lN−1))
5: end for
6: /* Evaluate fitness of individuals */
7: evaluate_fitness_pop(pop)
8: /* Main loop, each generation updates the population */
9: while (generation < MAXGEN) do

10: /* Crossover with probability 0.1 */
11: crossover_pop(pop)
12: /* Mutation of individuals with probability 0.9 */
13: mutate_pop(pop)
14: /* Evaluate fitness of individuals */
15: evaluate_fitness_pop(pop)
16: /* Terminates if a good individual is found */
17: if (∃k : pop[k] satisfies termination criterion)then
18: break
19: end if
20: /* Select best individuals based on fitness */
21: select(pop)
22: end while

Alg. 5 Mutate individual(l0, ..., lN−1)

1: /* Choose a random access linki */
2: i = rand(M)
3: /* Choose a random sourcej */
4: j = rand(N)
5: /* The new access link used by sourcej is i */
6: lj ← i
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function. The fitness function used in our algorithm (Alg. 6)measures for an indi-
vidual the deviation that it causes in term of load balancing. Formally, in order to
measure the fitness of an individualx, the algorithm first computes the percentage
of traffic Li that would be received by each access linki if the configuration repre-
sented by individualx was implemented with Virtual Peerings. Then, the function
computes the L2 distance between the vector(Li)0≤i<M and the equilibrium. The
equilibrium represents the case where each access link receives an equal percentage
of traffic 1/M .

Finally, a selection is performed based on the fitness of individuals. The indi-
viduals that best fit the objective are kept while others are discarded.

Alg. 6 Compute the fitness of individual(l0, ..., lN−1)

1: /* Compute the load vector(Li)0≤i<M */
2: for i = 0 to M − 1 do

3: Li ←

P

∀j:lj=i vj
P

0≤j<N vj

4: end for
5: /* Compute the L2 distance from the equilibrium vector */
6: fitness←

∑

0≤i<M

(

Li −
1

M

)2

We show in Fig. 5.6 the convergence of the evolutionary algorithm for two
different domains. The first one is a 3-homed stub. The initial distribution of the
traffic load is as follows: ISP1 receives 17.59% of the trafficwhile ISP2 receives
53.58% and ISP3 receives 28.82%. After 38 generations of thepopulation, the
algorithm has selected 30 tunnels to be established. These tunnels lead to a new
distribution of the load which is as follows: ISP1 receives 33.33% of the traffic,
ISP2 receives 33.80% and ISP3 receives 32.87%. This is closeto the objective by
less than 1% and the algorithm terminates.

The second domain is a 4-homed domain. The initial traffic load is as follows:
17.60%, 51.80%, 19.27% and 11.33%. The algorithm convergesto a selection
of 55 tunnels after 55 generations. The final traffic load distribution is 24.80%,
25.50%, 25.04% and 24.66%.

5.4.4 Results

We used this evolutionary algorithm to determine the Virtual Peerings that each of
our 2445 considered stubs would have to establish to approach a perfect balance
among its access links by less than 1%. This means that in the case of a dual-homed
stub for instance, the number of tunnels required causes themost loaded provider
to carry at most 50.9% of the traffic volume. Figure 5.7 reports the cumulative
distribution of the number of Virtual Peerings establishedby all those stub domains
to approach of the perfect balance by less than 1%. We observethat in the case of
dual-homed stubs, the objective is reached with no more than41 tunnels for 90%
of the stubs. In the case of 3-homed stubs, no more than 42 tunnels are required to



142 Chapter 5. Cooperative Traffic Engineering

 15

 20

 25

 30

 35

 40

 45

 50

 55

 0  5  10  15  20  25  30  35  40

F
ra

ct
io

n 
of

 tr
af

fic
 (

%
)

EA Generation

AS4758

Perfect balance
Load of ISP1
Load of ISP2
Load of ISP3

 10

 15

 20

 25

 30

 35

 40

 45

 50

 55

 0  10  20  30  40  50  60

F
ra

ct
io

n 
of

 tr
af

fic
 (

%
)

EA Generation

AS10790

Perfect balance
Load of ISP1
Load of ISP2
Load of ISP3
Load of ISP4

Figure 5.6: Convergence of the evolutionary algorithm for a3- and a 4-homed
stubs.

balance the traffic of 90% of the stubs. Finally, less than 50 tunnels are required to
balance the traffic among the providers of 90% of the 4-homed stubs.

We studied the sensitivity of the technique to the traffic distribution. We per-
formed the same simulation with a traffic distribution that follows a Weibull with
parameterα = 0.25. In this case, the situation is really unfavorable : 3000 source
ASs produce 95% of the traffic received by a stub. The resulting traffic imbalance
is shown in Fig. 5.8 and the number of tunnels is shown in Fig. 5.9. The results
of this simulation reveal that the number of Virtual Peerings required to balance
the inbound traffic increases, but remains quite low. Withα = 0.5, a near perfect
load balancing was possible with as few as 43 tunnels for 90% of the stubs. The
remaining 10% of the stubs require between 44 and 94 tunnels.With α = 0.25, 43
tunnels allow a near perfect load balancing of 68% of the stubs. Up to 80 tunnels
are required to cover 90% of the stubs. The remaining 10% of the stubs still only
need not more than 148 tunnels to balance their inbound traffic.
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These results show that an inbound traffic engineering relying on Virtual Peer-
ings is feasible even with an unfavorable traffic distribution. Moreover, with Multi-
Objective Evolutionary Computing [Deb01] it would be possible to determine the
optimal Virtual Peerings that minimize both the imbalance and the number of tun-
nels to establish. It would also be possible to combine load balancing with other
objectives such as the latency reduction but we leave this asfurther work.
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5.5 Latency improvement

By using appropriate Virtual Peerings, the source and destination ASs may choose
to forward traffic over paths that better meet their QoS requirements. In this sec-
tion we focus on the selection of paths with the lowest delay.In order to select the
best path according to this metric, we need a mechanism that monitors the various
paths available to join the virtual peer. We need to measure the one-way delay
along each available path. Measuring the RTT is not enough since the routing can
be asymmetric. Fortunately, standard solutions exist for one-way delay measure-
ment that are discussed within the Internet IP Performance Metrics working group
[AKZ99, ST04]. One-way delay measurement equipment is alsoavailable in spe-
cific hardware [FGK+01] as well as in routers [Sys04]. We can therefore consider
that measuring the one-way delay of available paths is possible.

In this section, we evaluate the utilization of Virtual Peerings to reduce the
latency of interdomain paths. For this purpose, we use a second simulation scenario
where we compare the delay along the BGP route selected by a stub domain to
reach another stub domain to the delay along the routes that can be obtained with
virtual peerings. To perform this simulation, we cannot rely on the same topology
as in section 5.4 since it does not contain the delays along the links. Moreover, the
topology used in section 5.4 contains a single router per domain.

At this time, there is no realistic Internet-scale topologyavailable that contains
delays. A possible solution could be to use a synthetic topology. For instance,
BRITE [MAMB01] makes possible the generation of two-level topologies (ASs
and routers) with delays. Unfortunately, BRITE does not contain a model of the
interdomain business relationships. Another topology generator of interest is GT-
ITM. Its authors have presented in [CDZ97] a second version of their generator that
is supposed to support policies, but unfortunately, this version is not publicly avail-
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able at this time. Finally, another generator called Inet [JCJ00] provides topologies
with a more accurate degree distribution. However, it does not deal with business
relationships.

5.5.1 A two-level topology with delays

Since to our knowledge, no adequate Internet topology exists, we have built an
Internet topology that contains delays, IGP weights, multiple interdomain links
and BGP policies. We used the AS-level topology inferred by Subramanian et
al [SARK02] as a starting point. This topology contains a large fraction of the
Internet domains as well as the business relationships between them.

In order to build an intradomain structure, we used a commercial database
[max04] dated from June 2nd, 2004, that provides the geographical mapping (lati-
tude and longitude) between blocks of IP addresses and locations worldwide. The
database contains 1,837,457 blocks of IP addresses locatedin 118,489 locations.
Based on this database, we were able to infer the points of presence of the do-
mains found in the BGP routing table. To identify the domain that advertises each
block, we used real BGP routing tables collected in the framework of the Route-
Views project [Mey05] at University of Oregon and dated fromFebruary 10th,
2004. These routing tables contain 139,527 prefixes originated by 15,030 different
domains. For each point of presence, we have placed one router in the originating
domain.

Then, in order to build the internal structure for each domain, we grouped the
closest points of presence of each domain in clusters using ahierarchical classifi-
cation method using the euclidean distance metric. We connected all the routers of
a cluster together. Then, we connected all the clusters together, using the closest
routers of each cluster. We thus obtained a two level intradomain structure. Based
on the coordinates of the end-points of each link, we were able to compute the
distance and thus the propagation delay along the link. In addition to this, the IGP
weight that we assigned to links favors hot-potato routing in the sense that shorter
links are assigned a shorter cost than longer links.

For the interdomain links, we relied on the AS-level topology. For each in-
terdomain link found between two domains in this topology, we added multiple
interdomain links in our topology. We fixed the maximum number of interdomain
links between two domains toN = 5. Then, the number of interdomain links
between two domains was computed by multiplying N by the sizeof each domain
and dividing the result by the square of the size of the largest domain in the topol-
ogy. We added 1 to the result to make sure that there is at leastone link. The
resulting topology3 contains 39,343 routers, 103,829 links and requires 400,148
BGP sessions.

3The resulting topology is available athttp://cbgp.info.ucl.ac.be/itopo such that
other researchers are able to reproduce our results. More details about the construction of the topol-
ogy are also available on the web site.
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5.5.2 Results

We then perform our simulation with C-BGP for a subset of the 8,026 multi-homed
stubs contained in the topology. To reduce the simulation time, we conduct the
simulation for 2,068 multi-homed stubs randomly chosen among the 8,026 multi-
homed stubs. We show the results of the simulation in the succeeding figures. The
delays shown in these figures can be considered as minimal bounds for the real
delays, since we only take the propagation delay into account. Other factors can
influence the end-to-end delay, such as limited bandwidth (transmission delay) as
well as congestion (queuing delay). In addition, each hop introduces a processing
delay which is not taken into account here. Nevertheless, the delays presented in
Fig. 5.10 and Fig. 5.11 can be considered as being of the same order of magnitude
as real delays.

First, in Fig. 5.10, we show the delay along the paths chosen by BGP. On the
x-axis, we plot the delay of the paths in milliseconds (ms). On the y-axis, we plot
the cumulative fraction of stub-stub paths that have the corresponding delay. We
observe that about 21% of the routes chosen by BGP have a delayinferior to 10ms.
About 64% of the routes chosen by BGP have a delay comprised between 10 and
50ms, 24% have a delay between 50 and 100ms and less than 1% have a delay
larger than 100ms, the largest delay being 208ms. Just to getan idea of what such
delays represent, the delay to go at the speed of light from one end of a diameter
of the earth to the other (about 20,000km) is approximately 67ms.
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Figure 5.10: Cumulative distribution of delay along BGP routes.

In Fig. 5.11, we plot the delay along the BGP route (x-axis) against the delay
along the best delay obtained with Virtual Peerings (y-axis). Each point represents
a pair of delay values. The color of the point is an indicationof how many pairs
of stubs correspond to these delays. The diagonal line wherex equalsy represents
the case were there is no improvement, since the delay along the BGP route and
the best delay are equal. A first observation is that the points are never above this
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line. This means that the Virtual Peerings never worsen the end-to-end delay. For
all points that lie strictly under the line, there is an alternative path exploitable by
using Virtual Peerings and this path has a lower delay than the BGP route. We
observe that a neat improvement in delay is possible. For instance, if we observe
the right part of Fig. 5.11, we note that a significant number of paths chosen by
BGP have a delay that is longer than 100ms. The fraction of BGProutes that have
a delay larger than 100ms is about 25%. On the contrary, if we observe the upper
part of the plot, we note that most of the lowest delay paths are under 100ms. The
fraction of lowest delay paths that are shorter than 100ms isabout 95%.
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Figure 5.11: Delay along the BGP route versus delay along thelowest delay route.

The curve of Fig. 5.12 gives the distribution of absolute improvement in delay,
that is the difference between the delay of the BGP route and the delay of the best
alternative path that virtual peerings permit. We observe that for approximately
40% of the paths, there is no possible improvement. This means that, by chance,
BGP has already selected the best route in term of delay for these paths. However,
we observe that for more than 40% of the paths there is a possible improvement in
terms of delay. 30% of routes can be improved by up to 5ms. 22% of the routes
can be improved by 5 to 20ms and 8% of the routes can be improvedby more than
20ms and up to more than 180ms.

Finally, we show in Fig. 5.13 the influence of having 2, 3, 4 or more providers
for a stub network. On the x-axis of Fig. 5.13, we show the absolute improvement
in delay, that is the difference between the delay of the BGP route and the best route
in term of delay. On the y-axis, we show the fraction of stub-stub paths. The figure
represents the same curve than the curve of Fig. 5.12, exceptthat we split the curve
depending on the number of providers of the source domain. Inaddition, we use a
log scale in order to zoom on smaller improvements. We observe that when a stub
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Figure 5.12: Distribution of the absolute delay improvement.

network connects to more providers, it is possible to find shorter routes in term of
delay. First, having more providers implies that a larger fraction of the paths can be
improved. For instance, for dual-homed stubs, there are less than 50% of paths that
can be improved. For stubs that have 3 providers, more than 45% can be improved.
With stubs that have 4 providers, the fraction grows to about40% and with more 5
providers and more, up to 30% of paths can be improved. However, the marginal
gain in possible delay improvement quickly decreases.
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5.6 Conclusion

In this chapter, we have presented a cooperative approach tothe engineering of
interdomain traffic. This approach relies on Virtual Peerings. A Virtual Peering
is a unidirectional IP tunnel between a border router chosenby the source AS and
a border router chosen by the destination AS. Our solution toestablish a Virtual
Peering relies on three basic principles. First, there is a Virtual Peering Controller
inside each AS and its IP address is attached as a BGP extendedcommunity to all
BGP advertisements originated by the AS. Second, a multi-hop eBGP session is es-
tablished between the VPCs of the source and destination ASsto negotiate Virtual
Peerings. The source AS selects the head-end of the Virtual Peering based on its
own traffic engineering objectives. Third, the destinationAS selects autonomously
the tail-end of the Virtual Peering. A key advantage of our approach is thatit can
be incrementally deployedinside cooperating stub ASs and does not require any
change to the transit ASs. Given the size of the global Internet and the number of
BGP routes, this incremental deployment is a key operational problem that must
be considered.

We have shown that Virtual Peerings can be used to solve interdomain traffic
engineering problems. We evaluated them on two particular instances, namely bal-
ancing the load of traffic and decreasing the latency of interdomain paths. When
used to balance the load of traffic, we have shown that VirtualPeerings are ascal-
able solution since a limited number of them will be required to reach a near-
perfect equilibrium. Typically, with 1000 sources responsible for 95% of the in-
bound traffic, on the order of 50 virtual peerings are required to balance the traffic.

In the second case, we have shown that using Virtual Peeringsmakes possible
to forward traffic on interdomain paths with a lower delay. Wecompared the delay
obtained on paths selected by the genuine BGP and the paths obtained by using
Virtual Peerings and we showed that for more than 40% of the source/destination
pairs an improvement of the delay was possible. This is in accordance with previ-
ous work by Savage et al that shown that 30-80% of end-to-end paths could benefit
from a significant improvement in quality by using an alternative path [SCH+99].





Conclusion

A key contribution of this thesis is the BGP routing solver that we introduced in
Chapter 2. Its purpose is to simulate BGP routing in large networks. Our BGP
routing solver contains the complete BGP decision process and versatile route fil-
ters combined with a simple message passing model. Our BGP routing solver was
specificaly designed for modeling the steady-state of BGP routing. For this rea-
son, we obtain superior performance with regard to existingpacket-level network
simulators. We removed the functionnalities of BGP such as the TCP connections
and the BGP timers that are useless for a model of BGP in steady-state mode.
Modeling these functionnalities would have limited the performance of the route
computation since additional processing and resources would have been needed.
We have shown that running such a model in a topology composedof several thou-
sands of routers do not require a large cluster of computers.This is in contrast with
current BGP models found in packet-level simulators such asSSFNet. We made
our implementation of this BGP routing solver, C-BGP, publicly available. Then,
we used C-BGP throughout the whole thesis. We first applied itto the modeling of
a single AS before applying it to large Internet-scale topologies.

We have first applied C-BGP to model an ISP in Chapter 3. We started by iden-
tifying the key factors that must be encompassed by such a model. Among these
factors are the network topology, the traffic, the routing protocols and the routers
configuration. We have shown that obtaining this data can still be an operational is-
sue. We illustrated the use of our routing solver through twodifferent case studies.
The first case study was an analysis of the impact of adding/removing the peers of
a transit AS on its traffic. Typically, an ISP will try to decrease the delay of transit
inside its network for external destinations and at the sametime balance the load of
traffic on its peering links. This is difficult to optimize dueto the interactions be-
tween the IGP and the BGP routing protocols. We have shown that using a model
of an ISP makes possible to explore various peering solutions. It would not have
been possible to perform this kind of analysis without a model of the ISP that takes
into account the interdomain routing information receivedfrom outside the ISP.

In a second study we investigated the impact of link and router failures on the
routing and on the traffic matrix inside an ISP. This is an important problem since
network events such as router hardware failures, link cuts and maintenances are
frequent. C-BGP helps a network operator to identify the links and routers that
could lead to large service disruptions. These links would be good candidate for
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the addition of parallel links or the deployment of protection techniques such as
SONET-SDH and MPLS tunnels. We have shown that a pure intradomain model
of an ISP such as used by the current versions of commercial network design and
planning tools would miss most of the routing changes that occur under single
link and router failures. This is a second motivation for taking into account the
interdomain routes in a model of an ISP.

The second part of the thesis is dedicated to interdomain traffic engineering.
In Chapter 4, we surveyed the current BGP-based interdomaintraffic engineering
techniques. We focused on the techniques that allow to control the incoming traffic.
These techniques work by influencing the routing decisions taken by BGP routers
in distant ASs. For this reason, a model of the Internet topology is required to
evaluate them. We used C-BGP to perform large-scale simulations of BGP rout-
ing. We observed that a large fraction of the interdomain routes are selected by
the tie-breaking rules of the BGP decision process. This is abad news for the
current incoming traffic engineering techniques since manyrouting decisions de-
pend on local conditions in distant ASs. We further evaluated AS-Path prepending
with our large-scale simulation model. We observed that theoutcome of AS-Path
prepending is difficult to predict. Moreover the granularity of AS-Path prepending
is coarse. In practice, the usefulness of AS-Path prepending is limited to signaling
backup links. A second technique that is increasingly deployed by ISPs relies on
BGP Communities. Though it provides a finer granularity thanAS-Path prepend-
ing, its outcome is not easier to predict. The main cause is the limited view an ISP
has on the Internet topology due to the path-vector nature ofBGP and the enforce-
ment of routing policies. In addition, the BGP Communities are more difficult to
use in practice since the number of possible Communities assignment is combina-
torial. We concluded that the current BGP-based traffic engineering techniques are
not appropriate to control the incoming traffic of an ISP in today’s Internet.

In Chapter 5, we proposed an alternative solution to the interdomain traffic en-
gineering problem which relies on cooperation. We describethe Virtual Peerings,
a scalable, deterministic solution that cooperating ASs can use to better control the
interdomain paths between each other. The main advantage ofthis approach is to
be deployable in the current Internet since Virtual Peerings are transparent to the
core of the Internet and they require only small modifications to the BGP routers in
the cooperating ASs. We evaluated the utilization of the Virtual Peerings to solve
two different interdomain traffic engineering problems.

We first focused on the traffic load balancing issue faced by multi-homed stub
ISPs. Many ISPs in this situation have their incoming trafficunevenly balanced
on their access links. This unbalance can cause congestion on the access links and
disrupt the connectivity service. Using Virtual Peering, it is possible to contact
some cooperating ASs that are responsible of an excess of traffic on an access link
and ask them to forward the packets destined to the stub ISP ina tunnel headed
at another ingress router. We evaluated how many tunnels would be required to
perfectly balance the incoming traffic of a stub ISP in various traffic and connec-
tivity conditions and we observed that only a limited numberof them was required.
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Using Virtual Peerings proves thus to be a scalable solutionto the load-balancing
problem. The same technique could also be used for cost-savings optimization
or to enforce traffic policies such as a differentiated service through a premium
provider and a best-effort provider.

The second application of Virtual Peerings that we investigated is the reduction
of the latency between two ISPs. Using Virtual Peerings, it is possible to control
the first and last segments of an interdomain path. We have shown that typically,
the path diversity between two stub ISPs obtained with Virtual Peerings is on the
order of the number of providers of one stub times the number of providers of
the other stub. Among these paths, BGP is eager to select the worst one in term
of latency since the BGP decision process does not include a QoS metric and the
AS-Path length is seldom correlated with the latency. Basedon a synthetic Inter-
net topology, we investigated how many times the latency between a pair of stub
domains could be reduced by using Virtual Peerings. We also investigated how
much the latency would be improved in these cases. We observed that a significant
fraction of the stub pairs (40% for our synthetic topology) could benefit from a
latency improvement while such improvements could be on theorder of tenths of
milliseconds.

Perspective

An important hypothesis we made in Chapter 5 is the syntheticrouter-level topol-
ogy that we designed to evaluate the utilization of Virtual Peerings for latency
improvement. Although the conclusion that a large number ofAS pairs might ben-
efit from significant latency reductions still holds, the quantitative results obtained
from this evaluation could differ from those obtained in thereal world Internet.
There were two important motivations for designing an ad-hoc topology. First, we
needed an interdomain topology with realistic delays. In our model, we assigned
the delay of each link based on the link mileage [ZCBD05]. Second, we needed
ASs composed of multiple routers. The internal structure ofa domain is impor-
tant since it constrains the paths that intradomain and interdomain routing proto-
cols will select. Hot-potato routing and interdomain routing policies might lead to
paths with an increased delay [SPK02]. Today, we do not have enough detailed
measurements of the real Internet topology in order to builda validated model. No
topology generator is able to produce router-level topologies of the global Internet
in a satisfactory way.

The problem of obtaining an accurate picture of the Internettopology is not
new as the recent publications attest [MP01, SARK02, SMW02,GR02, MRWK03,
CGJ+04, MH05, SS05, DRFC05, DKR05]. We do not know the exact shapeof
the Internet, especially at the router level and there are multiple reasons for this.
First, we do not know about the internal structure of domainssince their operators
are often reluctant to publish the topology of their network. Attempts at infer-
ring network topologies at the router-level from measurements such as Rocketfuel
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[SMW02] sample the real network topology, sometimes missing parallel paths be-
tween routers or failing to resolve router aliases which results in links and routers
that do not really exist [TMSV03]. Second, we do not know how domains are con-
nected together. There is no map of the Internet available today. Looking at BGP
routing tables from a small set of monitoring points [SARK02, DKR05] provides a
gross picture of the interdomain graph. However, this approach misses a large num-
ber of peering links, mainly of the shared-cost type as shownin [CGJ+04]. These
links are valuable for the interdomain routing protocol. Inaddition, the interdo-
main graph that we have today indicates that two domains are connected together,
but it does not provide information on where the interconnection takes place or the
link redundancy. Finally, an important characteristic of the interdomain graph are
the routing policies. To the opposite of the intradomain graph, not all paths through
the interdomain graph are allowed. These paths are constrained by the policies that
are enforced by the domains in an independent manner [Gao00,SARK02, BPP03].

We advocate for the development of a validated model of the router-level struc-
ture of the Internet. This model should take into account thefollowing aspects.
First, the geographic location of routers [Mal02, SPK02, LBCM03] is important
since it constrains the design of the network topology of each domain. Second,
the geographical coverage of domains is another important factor. Typically, there
are regional domains, national domains and international domains that can span
multiple continents. Third, the network structure of domains, including the link
capacities, the delays and the IGP weights, constrains the paths that can be used
to cross a domain and drives the selection of preferred paths. Moreover, the link
delays and capacities inside a domain are components of the end-to-end character-
istics of interdomain paths [ZCBD05]. The iBGP configuration inside each domain
is also an important aspect. A full-mesh of iBGP sessions will provide a better path
diversity than a hierarchical iBGP [CPB04]. Typically, large domains will rely on
a hierarchical iBGP configuration while small to moderate-size domains will use
a full-mesh. Fourth, the geographical location of peering links matters. Two do-
mains will usually establish peering links at places where they both have equipment
[SPK02, RS02]. Fifth, the redundancy of interdomain links (parallel links) must be
modeled. In the real world Internet, domains establish parallel links for resilience
and performance reasons. Finally, the different types of business performed by do-
mains as well as the business relationships between domainsshould also be mod-
eled. Indeed, there are different types of domains such as transit domains, content
providers, research networks and so on and their behaviors differ.

Besides that, the utilization of Virtual Peerings poses serious challenges from
an operational viewpoint and deserves some more attention.A first further work
would be to study how to make Virtual Peerings more secure. Virtual Peerings ex-
hibit two major issues concerning security. On the side of the traffic, the utilization
of a protocol such as IPSec could serve to check the identity of the participants
as well as to ensure the privacy of the data. On the side of routing, the secured
versions of BGP currently discussed at the IETF could be used. The main barrier
for the wide utilization of both IPSec and S-BGP/soBGP is theneed for a global
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public key infrastructure (PKI). Unfortunately, since thePKI has been initially laid
out, it has appeared to be difficult to deploy and poorly scalable. In the context of
Virtual Peerings, an alternative would be to rely on a more local establishment of
trust through the use of a web of trust for example.

A second further work would be to study the utilization of Virtual Peerings in
transit domains. In the thesis, we restricted their utilization to stub domains. In
this case the impact on routing is limited to the iBGP of the cooperating stubs. In-
deed, since stub domains do not provide a transit service, noBGP advertisement is
leaked over eBGP sessions and the stability of the global Internet is not affected.
Transit domains would also likely benefit from the utilization of Virtual Peerings
and the principles we explained in the thesis still apply. However, in contrast with
stub domains, a transit network would advertise the VirtualPeering routes outside
its domain. In the case of regional and national transit networks these routes would
only be propagated downstream to their customers. The impact on eBGP would
thus be limited to these customers. In the case of large transit domains, the BGP
stability of the whole Internet could be impacted. In addition to the impact on rout-
ing, using Virtual Peerings with transit networks would withdraw the predictability
of the mechanism. More than the traffic originated by the transit network could be
forwarded through the requested tunnel. One possible solution would be to prevent
transit domains to advertise the Virtual Peering route to their eBGP neighbors. In
addition, they could rely on policy-routing [Veg01] to forward traffic in a differen-
tiated manner. Policy routing would be used to forward the traffic originated in the
transit domain through the tunnel and the transit traffic would still be forwarded
along the genuine BGP routes.

Finally, a possible further work would be to continue improving the scalability
of the routing solver proposed in Chapter 2. C-BGP has been designed to perform
the experiments presented within this thesis in a reasonable time and with a lim-
ited amount of computing resources. It made possible to perform studies of BGP
behavior on topologies that are several orders of magnitudelarger than in the pre-
viously published work. However, it is not an optimal BGP routing solver. Even if
it outperforms current BGP routing models for the computation of the outcome of
the BGP decision process in large topologies, it still requires important resources.
An implementation and evaluation of the technique proposedby Hao and Kopol
[HK03] in C-BGP would be valuable not only for C-BGP users butalso for the
entire BGP routing modeling community. The message passingmodel used in C-
BGP also deserves some more attention. It can lead to expensive path exploration
that worsens the execution time. A smarter message scheduling model would cer-
tainly prove useful.





Appendix A

Redundancy in BGP routing
tables

In this appendix, we show additional results for the BGP routing tables redun-
dancy measurement discussed in Section 2.5.9. The results shown here concern
BGP routes collected in the Abilene network and data collected by the RouteViews
project. Refer to Section 2.5.9 for more information on how to interpret the results.
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Figure A.1: Frequency of AS-Paths in Abilene routing tables.

In Fig. A.1 and Fig. A.2, we show the frequency of AS-Paths in Abilene
and RouteViews RIBs respectively. We observe that nearly half the AS-Paths are
present in at least 2 different routes. The maximum frequency of an AS-Path ranges
from 349 in Abilene RIBs to 5906 in RouteViews RIBs. The figures also show that
for a single peer, there are about 25.000 different AS-Pathsin the RouteViews rout-
ing tables. For Abilene these numbers are slightly lower since Abilene only allows
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prefixes belonging to research and educational institutions to cross its network.
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Figure A.2: Frequency of AS-Paths in RouteViews routing tables.

We show the results for the Communities redundancy in Fig. A.3 and Fig. A.4.
We observe that the Communities redundancy is higher than the AS-Path redun-
dancy. The maximum frequency of Communities ranges from 694in Abilene RIBs
to 158,158 in RouteViews RIBs.
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Figure A.3: Frequency of Communities in Abilene routing tables.
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