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Preamble

In a few years, the Internet has rapidly evolved from a reteaetwork serv-
ing a handful of users to a huge interconnection of about 3#®mhosts (June
2005 [ISCO05]). In this way, the Internet is the largest distied system ever built.
The Internet is organized in a multitude of administrathvieldependent networks
called domains or Autonomous Systems (AS). For example, &utcah be an In-
ternet Service Provider (ISP), a University campus or aam@e network. At the
time of this writing, there are more than 21,000 ASs in thermet [Hus06]. Over
this huge infrastructure, there is a growing trend to depley applications such
as the transmission of Voice or Video over IP and new sensoeh as Virtual Pri-
vate Networks (VPNSs). These new applications and servamsine better or strict
guarantees of quality while the Internet has been designedovide a best-effort
service. This evolution puts a lot of pressure on the ISPsvioom the ability
to offer better than best-effort service or support tightvide Level Agreements
(SLASs) [FEO4] is a key differentiating factor.

Network engineers rely on Traffic Engineering (TE) to ad&ptdonfiguration
of their network in order to support the evolution of the fimflemand and the
customer SLAs. Traffic Engineering is defined by the IETF TErkig Group
as the process of evaluating and enhancing operationaltifories performance
[ACE™02]. The objectives of Traffic Engineering can be summarinealoiding
congestion, providing resilience and supporting Qualitgervice (QoS). Most of
the Traffic Engineering complexity comes from hop-by-hogtohation-based 1P
forwarding, i.e. each router on the path selects the nexérdéo forward the packet
to based on the packet destination only. There is no way tlicékpdetermine the
path followed by IP datagrams to reach their destination.redeer, the routing
decisions are taken in a distributed manner by each hop #tengath. One of the
main difficulties of Traffic Engineering comes thus from iiagt Inside a single
domain, routing is done thanks to link-state protocols agIs-IS or OSPF. From
the perspective of Traffic Engineering, these protocol®tihe twofold advantage
of propagating information on the whole topology and optimg a single global
objective (least-cost-path). Intradomain Traffic Engiivegeis a well understood
problem and solutions exist [FT00, FRTO02].

In contrast, when Traffic Engineering has to be performed thesboundaries
of multiple domains, things are far more difficult. Centralthe problem is the
Internet routing system itself. Internet routing is cuthgrbuilt around the Bor-
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der Gateway Protocol (BGP). BGP is a path-vector prototett iis it propagates
only a limited view of the topology. A BGP router will adves# to its neighbors
a single route per reachable destination. Given the sizbeofriternet, this has
serious advantages in terms of scalability and stabilitgedond characteristic of
BGP is that each domain is administered independently. lsreéason, BGP in
each domain is configured to optimize local objectives. Tijeaiives of one do-
main might be very different from those of another one. Muezpeach domain
is allowed to filter the routes advertised to other domairss poses serious chal-
lenges for interdomain Traffic Engineering. First, the tiedli view of the topology
due to the path-vector nature of BGP and due to the localmgyiolicies decrease
the diversity of interdomain paths and subsequently thedfven of an AS to direct
traffic along alternative paths. Second, an AS is not eaglet tther ASs control
the routing in its own network. BGP provides very limited trahon the routing
decisions taken by other domains.

The main purpose of this thesis is to study the Internetessalection of routes
performed by BGP and the performance of the current BGPebasging control
techniques that could support interdomain Traffic EngiimeerThere are four main
contributions in this thesis:

1. Thedesign and implementation of a BGP modeling togIlC-BGP (Chap-
ter 2). Our tool can compute the BGP routes in large-scalwoar&ttopolo-
gies. This tool has two main applications. It can be used Byri&work op-
erators to better understand their routing. It can also ke by researchers
to study the macroscopic characteristics of Internet ngpiti

2. A methodology to evaluate routing what-if scenarios in ISP nigvorks
(Chapter 3). Due to the interaction between two types ofimgyprotocols
(link-state and path-vector), predicting the impact onriligting of an ISP
network of topological and configuration changes is a comphsk. We
show how C-BGP can handle a large part of this complexity. #yathis
methodology on a real transit network.

3. Alarge-scale performance evaluation of current BGP-basedaffic en-
gineering techniques(Chapter 4). We first survey the existing BGP-based
routing control mechanisms. Then, using C-BGP on an Intesoale topol-
ogy, we evaluate two of these mechanisms: AS-Path prepgradid Re-
distribution Communities. We show that these mechanisms<a@arse and
non-deterministic.

4. We proposeé/irtual Peerings, a new mechanism to engineer the traffic ex-
changed between two cooperating, but non adjacent ISPp{€&Hza). This
mechanism is deterministic, scalable and is almost realdiployable. We
evaluate the utilization of virtual peerings to solve twaffic engineering
objectives: load-balancing and improving end-to-endnleye
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Road map

The thesis is organized in three parts. The first part previle background re-
quired to understand the thesis. This part can be skippedduers who are famil-
iar with Internet routing and Traffic Engineering. In the sed part, we introduce
the BGP modeling tool we have designed and implemented. ¥desalow how to
apply this tool to model the network of an ISP. The last parveys BGP-based
traffic engineering mechanisms and presents an evaluatitreio performance.
This part also proposes and evaluates a new Traffic Engngearechanism called
Virtual Peerings The last part can be read independently from the othere sinc
understanding the internals of the modeling tool is not ireguto understand the
simulation results.

Part | - Background

In Chapter 1, we provide the background notions required to understaamthesis.
We first give an overview of the organization of the Internéfe explain that the
Internet is composed of domains that provide transit andailesrthat don't. The
latter are called stub domains and they represent apprtedyrzb% of the Internet
domains. Secondly, we describe how routing is done betwaemlet domains. In
particular, we give a detailed description of BGP, the auirieterdomain routing
protocol. BGP is not based on the optimization of a singlerimess in link-state
protocols but on a complex decision process composed ofaewdes. Then,
we give a brief overview of the Traffic Engineering processe &plain why it
is difficult when performed across the boundaries of mudtigbmains. Finally,
we describe the practice of multi-homing which is incregbirdeployed by stub
domains to improve the performance and robustness of thigriet access. We
indicate that these stub domains have to face the lack of amésrns provided by
BGP to control their interdomain traffic.

Part 1l - Modeling BGP Routing

In Chapter 2, we discuss the modeling of BGP routing and the evaluationtei-
domain traffic engineering techniques. We show that thituatian is challenging
for two main reasons. First, the Internet topology is lardpcly makes simulations
computationally expensive. Second, the route selectidioqmeed by BGP is com-
plex and modeling cannot rely on shortcuts as used for liategprotocols. We
survey the tools that are traditionally used to study BGRimguand we conclude
that none of them is currently suitable to efficiently stuldg BGP route selection
in the global Internet. We define a new approach to the proltleahwe call a
BGP routing solver. Then, we describe C-BGP, our implentemtaf such a BGP
routing solver. This tool is used throughout the thesis.

In Chapter 3, we apply C-BGP to modeling a single Internet domain. C-BGP
allows a network operator to build a model of its network anmj@dt configura-
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tion, routing and traffic data for the purpose of investiggtwhat-if scenarios. We
describe the technical issues related to this modelingn,Tle apply our method-
ology to a real ISP network. We evaluate two different wiiaeenarios. In the
first one, we investigate the impact of adding or removingipge on the rout-
ing. In the second scenario, we evaluate the impact of slmideind single router
failures on the routing. Based on such a study, a networkatgecan determine
which links should be protected in order to provide a servés#ient to failures.

Part 1l - BGP-based Interdomain Traffic Engineering

In the third part of the thesis, we do not limit the modelingtsingle domain, but
we extend it to a large interconnection of networks. We apiptymodeling tool
to an Internet-like network in order to study the efficiendycorrent BGP-based
traffic engineering techniques.

In Chapter 4, we describe how traffic engineering is performed today. We
explain that controlling the traffic that leaves an ISP issiiele since only a local
control is needed. In contrast, controlling the traffic comin the reverse direc-
tion is harder since the routing in distant domains must Haenced. Based on
large-scale simulations of BGP, we show that many routirgsetns in the Inter-
net model are taken randomly. In addition, a network in therhret has a very
limited view of the whole topology. This limits the applichty of traffic engi-
neering techniques such as AS-Path prepending or RedistribCommunities.
We show that these techniques do not provide a predictabkegfiained control
on the interdomain traffic flows. We conclude that there isthneed to develop a
new traffic engineering mechanism.

In Chapter 5, we setup the requirements for such a new technique: it naust b
predictable, scalable and deployable in today’s Interiéé propose the Virtual
Peerings which are a mean for two cooperating networks teratntrol the paths
between each other. The Virtual Peerings have the followithgantages. First,
they provide a deterministic control on the interdomairhpatSecond, they can
be deployed in the current Internet since they are transp#oethe intermediate
domains. We use Virtual Peerings to solve two differenfitangineering prob-
lems faced by multi-homed stub domains. The first one is loaigrthe load of the
interdomain traffic received by a stub domain on its accedsliWe show that a
small number of Virtual Peerings is required to reach thecbje of a near-perfect
balance. The second problem that we explore is the utiimaif Virtual Peerings
to forward traffic along interdomain paths with a lower latgrthan the default
BGP routes.

Bibliographic Notes

Most of the work presented in this thesis appears in prelyqusblished confer-
ence proceedings and journals. The list of related puiddicatis shown hereatfter:
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Chapter 1

Internet, Routing and Traffic
Engineering

1.1 Introduction

Initially developed as a network that connects a small nundbgesearch net-
works, the Internet has become a world-wide data networkishased for mis-
sion critical applications such as Voice over IP (VoIP) ortv@al Private Networks
(VPNSs). Supporting such applications across the globariet implies several
important challenges. The first challenge is fiee of the Internet The Internet
is a large decentralized network that already connectedté&® million hosts in
June 2005 [ISCO05]. Furthermore, these hosts are organizedaut 21,000 dis-
tinct domains [Hus06], a domain corresponding roughly tommgany, an Internet
Service Provider (ISP) or a campus network. All these domaie interconnected
to form the global Internet. Over this large interconnattid networks, ISPs run
two different families of routing protocols. Intradomaiouting protocols are used
within the ISP while an interdomain routing protocol is usedoss the ISP bound-
aries.

The second challenge is the evolution of the Internet in $eofrquality of
service requirements The initial research Internet was designed with a best-
effort service in mind where connectivity was the most intaot issue. Today,
connectivity is considered to be granted but the architecinitially designed to
provide a best-effort service is used for more demandindiGgijpns, and some-
times with Service Level Agreements (SLAs) [FEO4]. To mdet tequirements
of these applications and/or to ensure the Quality of Ser¢@oS) required by
SLAs, several ISPs rely on a process called Traffic EnginggiTE) [ACE"02].
Traffic Engineering covers the evaluation and the improveroéthe performance
of operational IP networks. However, if performing Traffiodineering inside a
single AS is a well understood problem, it is far more difftowhen performed
across the boundaries of multiple ASs. The main limitatibmterdomain Traffic
Engineering comes from the current Internet routing aectiitre.

3
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This chapter is organized as follows. We first give an ovevwié the Inter-
net architecture in Section 1.2. Secondly, we introduce fming is done in the
Internet in Section 1.3. In particular, we detail in SectioB.2, the operation of
BGP, the de facto standard interdomain routing protocolenTtwe describe in
Section 1.4 the Traffic Engineering process and what cuyrdintits its perfor-
mance when performed at the interdomain level. Finally, ive op Section 1.5 an
overview of the practice of multi-homing and the problemsefhby multi-homed
ASs. We conclude in Section 1.6.

1.2 Internet architecture

The Internet is a network composed of a huge collection oflsmzetworks, them-
selves containing a myriad of end systems and routers. Ttheystems are hosts
such as personal computers or servers. They are usuallytinees or sinks of
data packets transiting on a network. The routers are teengidiate systems that
intervene in the transport of data from an end system to ano®ince the many
networks that form the Internet are operated by a lot of iedépnt institutions,
the Internet is organized iwo levels

The first level is thentradomain level. A set of routers that is under a single
administrative authority form a domain. A domain can be tegvork of a com-
pany, an Internet Service Provider (ISP) or a single camptsork. An example
ISP is represented in Fig. 1.1. The routers of a domain arallysaterconnected
using multiple Synchronous Optical Networking links (SONE&DH) and/or Eth-
ernet. We distinguish theore linksthat interconnect the routers within the domain
and theedge linkghat cross the domain boundaries. Since the edge links cbnne
to routers lying outside of its network, a domain only marsagiee side of the edge
links.

Through the edge links, the domain is connected to diffekgrts of neighbor
networks. On one side, tlaecess linkgnainly connect to customer networks. For
example, an access link could connect to a DSI2AM DSL users or a university
or corporate campus network. On the other sideptering linksconnect to other
domains. For example, peering links could connect to neighf ISPs. The
routers where edge links are terminated are called the dsiairder routers The
different geographical locations of border routers andceasaouters are usually
called the Points of Presence (PoPs) of the domain.

The second level of the Internet is tirderdomain level. It designates the
interconnections between the different domains. In theridt, a domain is also
called an Autonomous System (AS). Most ASes are uniquelytiiiled by an Au-
tonomous System Number (ASN). Note that all domains neetbrizdve a public
ASN. This is usually the case for small to medium size unitemsr corporate
campus networks that buy connectivity from a single ISP. Wesin Fig. 1.2 the

1A campus network is an interconnection of Local Area NetwdikAN)
“Digital Subscriber Line Access Multiplexer
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Figure 1.1: Topology of an ISP network.

sketch of a small imaginary Interfetomposed of 8 different AS domain€ar-

rier&Wireless Level3 Belnet Janet Geant Google ISPxandISPy. In addition,
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Figure 1.2: Sketch of the Internet architecture.

In the example Internet of Fig. 1.2, not all domains play ame¢cple. They can
first be distinguished based on their connectivity. In [H98a000], Huston and

%The organization of this example Internet is imaginary eifghere are similarities with real
domain names.
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Gao have shown that there are two major types of intercoiumscbetween dis-
tinct domains: theustomer-provider and thepeer-to-peerrelationships. In the
customer-provider relationship, a customer domain pwehaonnectivity from a
larger domain, called the provider. In this case, the pmwvayrees to forward the
packets received from the customer to any destination.stt agrees to forward
the packets destined to the customer. In Fig. 1.2, ISPx aRg #e examples of
customer ASs that buy connectivity from Level3.

On the other hand, the peer-to-peer relationship is useudelest domains that
agree to share the cost of a private peering link. This pripatering link is only
used to exchange traffic between the peers and their ownnsasto No transit
traffic will flow through the private peering links. Usuallgrivate peerings are
established at public Internet eXchange Points (IXPs). AR Is a collocation
crafted with networking equipment where ASs that parti@pzan connect to each
other. An example of such situation is the connection betweeogle and ISPx in
Fig. 1.2. Negotiating the establishment of thpser-to-peerrelationships is often
a complicated process since technical and economicalfacezd to be taken into
account, as exposed in [Bar00].

According to a study performed by Subramanian et al in 2002R[502],
the customer-provider relationship was used for about 95f %heo domains in-
terconnections in the Internet. The classification of mhbenain relationships in
customer-provider and peer-to-peer leads to an integesigw of the Internet as a
graph where money is ascending along customer-provides (frig. 1.3) [Hus99].

Relying on this classification of interdomain relationshiSubramanian et al
[SARKO02] made a first characterization of domains. Thereoagcally two types
of domain: transit domains andstub domains Transit domains constitute the
core of the Internet and their purpose is mainly to carry pteckrom a neighbor
domain to another. In the example of Fig. 1.2, Carrier&\issl and Level3 are
example of large transit ASs. According to [SARKO0Z2], theecaorresponds to
about 15 % of the domains in the Internet and can be dividetireetdifferent
subtypes densetransit andouter coredepending on the connectivity of each do-
main). On the other hand, stub domains are regional ISPsstoroer networks
that do not provide transit. Stub domains correspond to 85 #eolnternet and
they maintain only a few customer-provider relationshiggd@omains in the core
and some peer-to-peer relationships with other small dosndn the example of
Fig. 1.2, BelNet, JaNet, Google, ISPx and ISPy are stub ASs.

In addition, domains can also be distinguished based onyfle df service
they provide to their customers. This is interesting mogitystub domains. For
instance, a stub domain can be a small regional ISP providitggnet access to
Small/Medium Enterprises (SME) and/or dialup/xDSL/CaTdérs. In this case, it
will often receive more traffic than it sends. We call thiskiof domain acontent-
consumer In Fig. 1.2, BelNet and JaNet are examples of such domaicg shey
only provide Internet connectivity to universities campeworks. In contrast,
a stub domain that hosts video streaming servers or the webrseof a large
company will often have more outgoing traffic than incomiraffic. This kind of
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Figure 1.3: Internet business relationships.

domain is called &ontent-provider. An example of such domain in Fig. 1.2 is
Google who hosts a farm of servers containing a lot of infdiomeaccessed from
everywhere in the Internet.

1.3 Routing in the Internet

To be uniquely identified in the Internet, each end systemrantér receives one
or more Internet Protocol (IP) addresses. In the currersiaerof the IP protocol
(IPv4), anlP addressis a 32-bits integer number. It is usually represented in the
dotted formatA.B.C.D. An example of IP address .249.93.99. Each AS in
the Internet is often being allocated blocks of contiguduaddresses that they can
use for their own network or delegate to their customers.oiigiout this thesis,
we will refer to such a block as aetwork prefix. A network prefix represents
the set of IP addresses that start with the same first bits. ekample, the IP
address36.249.93.99 belongs to the network prefi6.249.64.0/19 since its 19
most significant bits are equal to those of the prefix. In thisec we say that the
IP addres$6.249.93.99 matches the prefig6.249.64.0/19. Network prefixes are
also sometimes referred to as subnets.

The physical topology of the Internet defines the feasibthgthat can be used
to cross the network. The role of routing consists in detemmgi for a given Internet
device the path to be used to reach a destination IP addressdér to determine
these paths, all the routers in the Internet usually exahamigrmation about the
network topology. These exchanges are supported loyting protocol. In the
Internet, routing is handled by two distinct protocols wdifferent objectives. An
intradomain routing protocol is used inside each domainaasithgle interdomain
routing protocol is used between domains.

There are three main reasons for this schism. The first oneeine¢ed for
scalability. An intradomain routing protocol usually hagesy detailed knowledge
of the whole domain topology. It handles routes towards astidation within
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the domain. To the contrary, an interdomain routing prdtbes a limited view
of the Internet topology, restricted to the interconnettimtween domains. An
interdomain routing protocol also handles routes towaanigel aggregates of IP
addresses. This avoids having to handle routes towardsemtipdtion. The second
reason for having two distinct routing protocols is the Ipeledence of domains.
Each domain is allowed to setup its intradomain routing imaependent manner.
Each domain is also allowed to perform policy routing. Faraple, a domain can
refuse to serve as a transit domain for another domain.

1.3.1 Intradomain routing

Inside its network, an AS runs an Interior Gateway Prototl8P( such as OSPF
[Moy98] or 1S-IS [Ora90] in order to compute the interior patfrom any AS’s
router towards the AS’s other routers and prefixes. The |@pisally alink-state
protocol, that is it floods information about the state of the adjamnbetween
all routers in the whole AS. The objective of the intradomauting is to find the
shortest paths according to a selected metric assignec metivork administrator.
ISPs usually use a metric that is proportional to the propagalelay along the
path or to the bandwidth. Many network operators use theoGigtault metric,
which is one over the bandwidth [HP0O]. Some large ASs useralthical IGP,
where the AS is divided into different areas. Inside an aedlathe adjacency
information is flooded. Between areas, only aggregatedrnmdtion is exchanged.

In addition to the IGP, an AS sometimes uses static routirigticSroutes are
often used on the edge links since routers on both side oé tirdss are not op-
erated by the same authority. Static routes are also usegtup access to small
customers that do not have their own AS.

1.3.2 Interdomain routing

In order to learn routes towards destination located oatdidir own domain, the
routers run the Border Gateway Protocol (BGP) [RL04, St&éB200]. BGP is the
de facto standard routing protocol for the selection of tiierdomain paths. The
rationale behind the design of BGP was to providachability among domains
and the ability for any domain to enforce its owsuting policies, i.e. control-
ling what traffic enters and leaves the domain, and where h&aontrary of the
intradomain routing protocol, BGP does not optimize a singlbbal metric but
relies on adecision processomposed of a sequence of rules.

BGP is apath-vector protocol that works by sending route advertisements.
BGP routers exchange routing information by means of BGBi@es. Each BGP
session is established between a pair of routers over a T@fection. Exter-
nal BGP (eBGP) sessions are established over the edge linkes internal BGP
(iBGP) sessions are established between the routers of3h&lere is a full-mesh
(a clique) of IBGP sessions between the routers of the AS.Aof &1 Fig. 1.4 the
BGP sessions running over the topology of Fig. 1.2. In soms, Al$ number
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of iBGP sessions can be quite large. Indeed, there is on ther of n? iIBGP
sessions in an AS of routers. For this reason, the ASs sometimes deploy route-
reflectors [BCCOO] in their network. Route-reflectors arecéal BGP routers that
make possible an hierarchy of iBGP sessions, thereforecieglihe number of
iBGP sessions. It is also possible to reduce the number oPiB&ssions by using
BGP Confederations [HPOO].
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Figure 1.4: Internal and external BGP sessions.

A route advertisement indicates the reachability of a ndtwé route adver-
tisement contains the prefix of the destination network ak agethe complete
interdomain path that the route follows. The interdomaithpathe list of all the
ASs that must be crossed in order to reach the AS of the daetinarhis list is
called theAS-Path of the route. The AS-Path is used to avoid interdomain level
routing loop$. In addition to the AS-Path, a route containaext-hop attribute.
The next-hop of the route is the IP address of the router t@hvpackets must
be sent in order to reach the destination network. The rdetecntains several
additional attributes.

A router sends a route advertisement for a network if thisvagt belongs to
the same AS as the advertising router or if this network ishhable from the router
through a neighboring AS. An important point to note aboutBi&that if a BGP
router A in ASx sends to a BGP routeB in ASy a route advertisement for a
network IV, this implies thatd Sz accepts to forward the IP packets to destination
N on behalf ofASy.

To better understand the operation of BGP, it is useful tsickar a simplified
view of a BGP router as shown in Fig. 1.5. The router is comgade4 main
components. First, routaput and output filters can be configured for each BGP
session. The role of a route filter is to deny the routes recear sent by the
router or to manipulate their attributes. An example filtewd be to only accept
the routes with an AS-Path containing a set of trusted AS® rohte filters are

“When it receives a route, a router checks that the AS-Patteafdute does not contain its own
ASN. If this is the case, the route is dropped
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configured by the network operator. The second componentB&R router is
the BGP routing table. This routing table contains all the routes received by the
router and accepted by the input filters. The attributes efrtiutes stored in the
routing table may have been updated by the input filters. fing tomponent of a
BGP router is itglecision processlt is responsible for selecting among the routes
stored in the routing table a single best route for eachsin prefix. When a
route is selected as best, it is installed in fievarding table and it is sent to the
neighboring routers. The forwarding table is the fourth poment of the router.
Each time a packet is received, this table is looked up amdlitates the outgoing
interface that must be used to forward the packet to therdin.

BGP sessions BGP sessions

(
| |
Input filters Ouput filters
Neighbor 1 —»|  Attribute [ »  Attribute ¥ Neighbor 1

. Prefer nearest next-hop

manipulation Do Piosess manipulation
Input filters Ouput filters
) £ i 1. Prefer highest Local-Pref N B - |y N
Neighbor 2 —» Att.rlbutel 2. Prefer shortest AS-Path Attlnbute' Neighbor 2
r"nanlpulanon 3. Prefer lowest Origin manlpulano‘n
I 4. Prefer lowest MED e
: - 5. Prefer eBGP over iBGP —
Input filters 6 Ouput filters
7

Neighbor N = Attribute N e — > Attribute ¥ Neighbor N

manipulation manipulation
| |
| T |
‘ )

Figure 1.5: Sketch of a BGP router.

Through its BGP sessions, each router receives BGP rowtasds destination
prefixes. Since there might be multiple routes towards theesdestination prefix,
a choice must be made. Each router usedatssion proces®n a per-prefix basis
to select the routes it will use. The BGP decision processsiscaence of rules
applied to a set of routes towards the same destination piegelect a single
route called thebest routeowards this prefix. Basically, the BGP decision process
ranks the routes according to their attributes. Each rulth@fdecision process
keeps the routes that it prefers. The surviving routes @ shibmitted to the next
rule, until a single route remains. A summary of the BGP dexiprocess is shown
in Fig. 1.5.

The BGP decision process considers several of the BGP sattebutes. The
first attribute is the Local-Pref which corresponds to alleaaking of the route.
It is usually attached to the route upon reception by a bawiger and it is never
propagated outside the AS. The decision process prefersutes having thaigh-
est value of the Local-Prefattribute. The second attribute is the AS-Path. The
AS-Path contains the sequence of ASs that the route crosseddh the local AS.
In the decision process, the AS-Path is used as a distancie ineAS hops. The
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decision process prefers the routes with shertest AS-Path The third attribute

is the Multi-Exit-Discriminator (in short, the MED). Thidtabute is used to rank
routes received from the same neighboring AS. Usually, tiDNttribute is set

by the neighbor AS to indicate the preferred peering linkde (based on the IGP
cost in the neighboring AS for instance). The decision pssqarefers the routes
with thesmallest value of the MED

If there are still more than a single route at this step, thesitn process will
consider the BGP next-hop attribute of the route. The BGR-heg is often called
the egressof the route, i.e. the exit point of the AS. Note that the BGRt+wp
may be different from the immediate IP next-hop. When a BQRetoreceives
a route, it first checks that the next-hop is reachable beforsidering it in the
decision process. The decision process uses the IGP cdwt ofttadomain path
towards the next-hop to rank the routes. It prefers the sowtth thesmallest IGP
distance to the next-hop This rule implements hot-potato routing [TSGRO04]. Its
aim is to hand over packets to a neighboring AS as quickly asiple in order
to consume as few network resources as possible in the Id@almaddition, it
automatically adapts routing to topology changes thataffe IGP distance to the
egress points inside the AS. This step within the BGP detisiocess is where the
IGP and BGP protocols interact.

Finally, if there are multiple routes remaining, the demmsprocess will break
the ties by preferring the route announced by the neighhderdhat has the low-
est router-ID. The router-1D is the highest IP address ofrthger. Another tie-
breaking rule that is sometimes deployed in BGP routersistria preferring the
older route [CSO05].

1.4 Traffic Engineering

In order to evaluate and enhance the performance of theironlet operators rely
on Traffic Engineering (TE) [ACEOQ2]. This section first briefly describes the
concepts of Traffic Engineering. Then the section discusbggerforming Traffic
Engineering across the boundaries of multiple domains @iffioult.

To understand Traffic Engineering, it is interesting to haveok at the life-
cycle of an operational IP network (see Fig. 1.6). Typicaly operational IP net-
work has been designed and deployed at some point in ordatisfyspredefined
network communications objectives. For instance, the ogtwnust interconnect
a given number of end-sites and the traffic demand betweese thitkes has been
forecasted. Throughetwork designandcapacity planning [Cah98, Gro04], the
initial network infrastructure has been laid out. That neetliat a certain amount of
networking devices and links have been deployed. Thissiruature has a limited
capacity which is often higher than the forecasted traffinaed. It is a common
practice toover-provision the network by a factor of 50 or 100% ([Tel02]) so as to
accomodate future traffic demand growth.

Anyway, during the network lifecycle, the traffic demandlweiventually grow
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Figure 1.6: Network lifecycle.

to a point where the maximal capacity of the network is almmeathed. This in-
creases the risk of congestion and prevents any traffic growt this case, the
network engineers need te-provision the network. This is done by upgrading
the networking equipment, by changing the underlying tetdgies and/or by de-
ploying new links.

Traffic Engineering typically comes into play to bridge tteodetween two re-
provisioning phases. It is therefore an every day netwodireering process that
aims at evaluating and enhancing operational IP netwonisnpeance [ACE 02].
The main objectives of traffic engineering can be summarzed) shifting traffic
away from congested links, (2) better spreading the tradfc lover the network
resources in order to increase the amount of traffic that eacalried by the net-
work,(3) quickly reacting to failures or errors by diregjitraffic away from the
faulty networking resources and (4) efficiently support@ugality of Service (QoS)
requirements. The goal of the two first objectives is to awoick-provision the net-
work every time the traffic demand changes. The third ohjecims at providing
more resilient IP networks. Finally, the fourth objectigdd meet the requirements
of the Service Level Agreements (SLA) contracted with thetamers.

The Traffic Engineering process can be seen el®sed-loop iterative opti-
mization processwhich takes as input the current operational state of thear&t
including the traffic matrix. The operational state of théwwek is continually de-
termined by measuring the network performance. The tymagut of the traffic
engineering process is an adjustement of the network pésssnée. an on-line
re-configuration of network equipment. The Traffic Engifegprocess can also
be performedbff-line. In this case, its output is a proposal of parameters adjust-
ments and it is up to the network engineers to implement tadgestments in the
network.

Traffic Engineering in general is a difficult process. The maason for this



1.5. Multi-homing 13

is the manner in which datagrams are forwarded in IP netwobkstagrams are
forwarded hop-by-hop based on the destination address ®higre is no means
in pure IP networks to explicitly determine the entire pdib tlatagrams traverse.
In addition, routing in IP networks is performed in a distitiidd manner. Inside a
single domain, routing is performed using a link-state @geot. This means that
all the routers in the domain share a unique view of the tapSloMoreover, link-
state protocols such as OSPF or IS-IS optimize a single bidipective (least-cost-
path). From the Traffic Engineering perspective, knowirgtnole topology and
dealing with a single optimization objective is a neat adaga. For this reason, the
problem of intradomain Traffic Engineering can be consider®well understood.
Techniques for performing Traffic Engineering inside a Enig® network have
been widely discussed in the networking litterature (seBO0{F; FRTO02] and the
references therein for example).

Contrasting with that, performing Traffic Engineering ass the boundaries
of a single network is a much more difficult task. Most of thificlillties of interdo-
main Traffic Engineering are due to the current Interneasifiucture. A firstissue
comes from the utilization of a path-vector protocol. To tipposite of link-state
protocols, path-vector protocols do not propagate the ¢etepnternet topology
across domain boundaries. BGP routers only redistributegesroute towards
a destination. Théack of visibility on the whole topology reduces the number
of alternative paths that can be exploited to reach a renmesgrétion [dLQBO6].
A second issue comes from the administrative independaiicdeonet domains.
Each domain configures its routing to optimineal objectives For this reason,
each domain is allowed to enforce local routing policiese Touting policies of
one domain may not be compatible with those of other domdmsrder to per-
form interdomain Traffic Engineering it is often requiredindluence the routing
choices performed in distant domains, but these domain®fieh not allow such
control.

To perform Interdomain Traffic Engineering, there is an int@ot need for the
control of Internet routing. However, BGP has been desigoguovide reachabil-
ity, not to allow to control routing decisions. A handful of3®-based techniques
are currently used by IP network operators to control thaierdomain routing
[QUPT03]. These techniques rely on tweaking the attributes ofB@# routes
they receive and send. However, the performance of thebeitges is still lim-
ited and they need to be applied in a trial and error manneE[A2]. We show
an evaluation of these techniques in Chapter 4.

1.5 Multi-homing

Today, a common method used by stub domains to engineeritherdomain
traffic consists in buying their Internet connectivity framh least two providers
[ACKO03]. This increasingly used practice is called multiFhing. According

5This is not the case when multiple areas are configured ingesifomain.
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to Subramanian et al [SARKO02], a large fraction of the stumdims are multi-
homed. Among the 16,921 different domains seen in theiyaisl13,872 (82%)
were stub domains. Among these stub domains, 8453 (61%)dtdeast 2 differ-
ent providers. We show in Fig. 1.7 a breakdown of the stub diwsria function of
the number of their providers. We observe that the majofiityalti-homed stubs
are dual-homed. Stub domains that have more than 2 proadesso frequent.
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Figure 1.7: Breakdown of stub ASs by the number of their [fexs.

The reasons for stub AS to become multi-homed are variou®[A15]. The
first reason is to improve thebustnessof their Internet access. In this case, a
second (backup) access to the Internet is bought from ati@uliprovider. This
link is used in case of failure of the primary link. The secordson to become
multi-homed is to improve the Internet accegssformance. Increasing the num-
ber of access links potentially increases the access bdtidwn addition, an im-
provement of the access performance is also possible bydpaginnectivity from
a provider that is closer to the domains with which criticahvices are running
or with which a lot of traffic is exchanged. A third reason foSés to become
multi-homed is fobusinessreasons. Buying connectivity from multiple providers
introduces competitivity among them. Finally, some stuleé8aveno choicebut
to connect through two providers in order to get full Interoennectivity.

Unfortunately, BGP has not been designed to efficiently moodate such
configurations. As a consequence, when a stub AS has becoitihamed, it
has often to face new issues. The first problem isithiealance of the inter-
domain traffic on the different access providers. It is frequent for a duahed
stub domain to exchange a large fraction of its traffic over ancess link and a
very small fraction on the other link. This imbalance is do¢hte routing choices
made by BGP both in the local and remote routers. Anotherl@molfaced by
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multi-homed stub domains is the management ofcbe& of their Internet con-
nectivity. A common way to bill for the Internet traffic exchanged overa@cess
links is to rely on the maximum volume of traffic exchanged ither direction.
This can be unfavorable if for instance a stub domain seremjority of its traf-
fic through one link and receives the majority of its trafficailigh the other link.
Finally, a stub domain might want to control how its traffi¢ens and leaves its net-
work for policy reasons When a stub domain is connected to multiple providers
offering different qualities of services it has to select which one is best suited
to reach a particular destination or for a particular sentavel. For example, it
might want to send premium traffic through an high qualitymmter and best-effort
traffic through a lower quality provider.

To better control the flow of their interdomain traffic, ISResf rely on BGP-
based traffic engineering. However, BGP has not been dekigitlk traffic engi-
neering in mind. Today, the only solution is to tune the canfigion of the BGP
routing protocol. This tuning is often done on a trial-amtbe basis and suffers
from limitations.

1.6 Conclusion

In this chapter, we presented the context of the thesis. \8iedi@scribed the orga-
nization of the Internet in two levels. We explained that lihiernet is composed
of a large interconnection of independent domains. Theseadws do not play
an equal role in the Internet. Some of them provide a traesitice while others
don’t. The former are the transit domains and they repreggmioximately 15% of
the Internet domains. The large majority of the Internehisstcomposed of stub
domains that do not provide transit.

Then, we explained that routing in each level of the Intersgterformed by
a different routing protocol. Inside a single domain, a# ttouters usually know
the whole topology. In contrast, BGP, the routing protoc®diacross the domain
boundaries, only carrieslanited view of the Internet topology. This view can
be further limited by the routing policies enforced by eacdmdin. In addition,
the route selection performed by BGP does not rely on thenigdition of a single
metric as in intradomain routing protocols. To the contr&$®P relies on a com-
plex decision process composed of several rules. Thisidagsocess is often
configured to optimize local objectives.

The organization of the current Internet infrastructuréamn levels has an im-
pact on the efficiency of interdomain Traffic Engineering eTimited view of the
Internet topology provided by BGP reduces the availabditdiverse interdomain
paths and subsequently the freedom of using alternativiesdat Traffic Engi-
neering purposes. Moreover, BGP lacks the routing contexthranisms that are
needed to perform efficient interdomain Traffic Engineeriddypical example of
the lack of routing control provided by BGP is exhibited ie tase of multi-homed
stubs. These stubs buy connectivity from multiple pro\dderimprove the robust-
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ness and the performance of their Internet access. Howbegrface difficulties
to fully exploit their improved connectivity.

This thesis tackles the problem of BGP-based routing cbas@a means to
perform interdomain Traffic Engineering. Ouir first step ibé&titer understand the
large-scale selection of interdomain routes by BGP. Far phirpose, we build a
modeling tool for BGP routing. This tool and its applicatoare described in
Part Il. In Part Ill, we apply this modeling tool to the evdioa of current BGP-
based routing control mechanisms.



Part |l

Modeling BGP Routing
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Chapter 2

A Routing Solver for Large Scale
Topologies

2.1 Introduction

In this chapter, we describe the model and the tool that wiusaghout the whole
thesis to simulate the interdomain routing system. Suclokismmeeded to better
understand the current Internet infrastructure and itsimguprotocol, BGP. On
one side, understanding BGP is required for network opesrdlat want to better
manage their network and prepare it to support new Intdraséd services. On
the other side, a good understanding of BGP is also requatetetearchers that
want to characterize the behavior of BGP in the global Iierihe motivation
behind the development of this tool is to make possible ‘ipigiywith BGP for the
purpose of evaluating the existing Internet infrastruetas well as to design the
future traffic engineering mechanisms. The tool focusesersélection of routes
by BGP, not on a model of the convergence of BGP.

Reproducing the behavior of BGP is a challenging problenthisxchapter, we
will explain why this is a difficult task. The Internet is cooged of an intercon-
nection of hundreds of thousands of routers running BGReStihe real Internet
now supports critical applications, it is not possible to farge experiments or to
deploy modified versions of BGP on the production routerse Buthe number
of routers in the Internet, it is also not possible to repaedthe behavior of such
a large network on genuine routers in a lab. A natural firgh sethus to turn
to simulations [FP0O1]. However, building an efficient siatidn model of BGP
is a difficult task since it poses serious scalability caiats. In this chapter, we
describe the hypothesis we take and their impact on theesftigiof the simulator.

The chapter is structured as follows. We first survey theest&the-art in
modeling BGP in Section 2.2. We describe the different apgines and tools
available today and we indicate why they are not suitableetfopm large-scale
simulations of BGP. Then, in Section 2.3, we define the requénts that a BGP
model must satisfy in order to be successfully used for hatewide simulations.
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In Section 2.4, we present C-BGP, a BGP routing solver andhyipethesis that
allow us to build a suitable BGP model. In the same sectiondesrribe the
main components of C-BGP and its implementation. We defiaeBBP routing

model implemented in C-BGP in Section 2.5. We subsequeatigate the tool,

discuss its convergence properties and evaluate its psafure. We conclude in
Section 2.6.

2.2 Modeling BGP

Reproducing the behavior of BGP in a large topology with #amds of routers
poses serious scalability constraints. Indeed, the BGRidagrocess is complex
by nature because of its rules which define different sometinontradictory or-
derings on the routes. Another difficulty comes from thertdiated nature of BGP.
The BGP decisions are taken in a distributed manner by the BGtrs, without

explicit concertation. Though, a single local decision effiect the information

available to all the other routers. There is therefore ng ebertcut in simulating

BGP asiitis the case for a link state protocol like OSPF wheentanced Dijkstra
algorithm can be used as a satisfactory model. The mostegftiand straightfor-

ward method to simulate BGP is to build a realistic impleragah of the decision

and filtering processes and simulate the propagation ofagess

2.2.1 Daemons

A first natural way to experiment with BGP is to run open-seuB&P daemons in
a testbed. There are several open-source implementati@© R daemons avail-
able today. Zebra [Ish96] is probably the most famous oneswdthe most mature
implementation. Zebra supports a lot of different intrae @amerdomain routing
protocols: RIP, OSPF and BGP. Quagga [Qua03] is a recentdbidebra that
seems to be more actively maintained. Finally, BIRD [FMMF&dd OpenBGPD
[BJO5] are younger yet promising implementations of ragtttaemons support-
ing BGP. BIRD runs under Linux while OpenBGPD has been d@ezldfor the
OpenBSD platform.

Itis possible to run several instances of these BGP daemoassimgle work-
station, using emulation environments such as User ModexLRik], VNUML
[GF04, FAMGO04] or Netkit [BPP]. Another approach implemented by [MPDZ,
Zec03] consists in virtualizing the networking stack iasteof running different
instances of OS kernels.

Using such daemons provides accurate models of BGP. Thetowarever two
important limitations to this approach. First, these nogitilaemons require a huge
amount of computational resources if used to study largearés. The reason
is that they keep too much state about the network. For iostaouting tables
are maintained in each router instance. Another issue sfabproach is that the
modeling is done in real-time. Indeed, the timers used inBt&® daemons will
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run as if they were used in a production network.

2.2.2 Packet-level simulators

Another approach to studying the BGP protocol is to turn mousation. Network
protocol simulation is often done with packet-level sintoia. Such simulators
can be used to model a large set of different network prososoth as TCP, rout-
ing protocols or multicast protocols over different typé€@mmunication media.
The modeling is done at a fairly detailed level since theyallgumodel the pack-
ets on the physical transmission lines of the network. Thetrfamous network
simulators are ns-2 [MRG], SSFNet [CNO99] and J-Sim [Tya02]

The heart of packet-level simulators is a discrete-evemédagler which mod-
els the time-line of events that occur in the simulated netw&xamples of such
events are the reception of a packet by a router or the eipiraf a timer used
in a protocol such as TCP. The advantage of discrete-eventiaors is that they
can skip portions of time where there is no event, goinggiitaio the next event
to process. Discrete-event schedulers maintain the siotudaents in a priority
queue. The priority usually represents the time when thatevél occur. Priority
gueues used to require an high computational complexityhirinsertion of el-
ements, usually on the order of log(n) [Knu0O0]. Recent deevent schedulers
use calendar queues in order to gain in efficiency. Calengzueas follow the same
principle as the human desk calendars. They group smalbsetents into a single
page usually corresponding to a day or a week. The same pagedah be used
for multiple years without causing confusion. The evenéslabeled with the year
they correspond to. The time to insert a new event is compokgt time to find
the page and the time to insert into the page. The time to fiagége is constant
and depends on the number of days per year. The page insenti@lepends on
the number of events already in the page. The idea behinddzaleueues is to
keep the number of events per page small in order to keep $leetion time low.
Modern calendar queues are able to adjust this parametamatically [Bro88].

Packet-level simulators are usually packaged with a hamdfuetwork mod-
els. The TCP protocol for instance is supported in all of th&he main advantage
of using a model of BGP in a packet-level simulator such asN&BRJ-Sim or ns-
2 is the possibility to use the other protocol models pacttagith the simulator.
It is therefore possible to simulate applications usingrtmain paths computed
by the BGP model. Support for the BGP protocol is more recedtsiill highly
experimental in some simulators.

The first BGP model available in a packet-level simulatod afso the most
popular, came with SSFNet [Pre01, Pre02]. This model of BGR developed
from scratch and is fairly accurate. It has been used to paréolarge number
of published BGP experimentations [GP01, MGVK02, PAMZ®B&EFNet's BGP
model relies on the model of the TCP protocol coming with S&FRN implement
the BGP sessions. It models the BGP Finite State Machinetendarious BGP
protocol timers such as the Minimum Route Advertisemergriral (MRAI). There
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are however some limitations in this BGP model. First, thePBigcision process
does not take into account the IGP cost to reach the nextdvbps it compares
two routes. This prevents performing simulations of therattion between BGP
and an IGP. Second, the length of the Cluster-ID-List is a&eh into account
in the decision process. Realistic simulations with comjBGP hierarchies are
therefore not possible. Third, the BGP policies that argeted by SSFNet are
quite limited. Among those limitations are the inability $et the Communities
attribute (which is useful for traffic engineering purpof2®03]) and the inability

to combine predicates with another boolean operator thab.AN

The J-Sim support for BGP [Quo03a] is an adaptation of theN&Skmple-
mentation. It has an improved support for BGP policies alhgwhe manipulation
of the Communities attribute. In addition, its decisionqass was modified in or-
der to take into account during the decision process the li5Pto reach the BGP
next-hops of routes. This implementation has been usedrforpelarge-scale
studies of traffic engineering [BT®3] and QoS routing [YFMB04].

Developed in parallel to our own work, the BGP support predidvith ns-2,
called BGP++ [DRO04] is more original since it relies on theapition of Ze-
bra [Ish96]. BGP++ is probably the most detailed implemgotaof BGP in
a packet-level simulator. It allows to build complex rogtiscenarios including
route-reflectors or confederations. This simulator hasyebteen widely used.
Another recent BGP implementation for SSFNet has been mpiexddy Hao and
Koppol in [HKO03]. According to the paper describing this silator, it tackles the
scalability problem of BGP simulation. Nevertheless, tineutator is not publicly
available and it is incompletely described.

The main issue with models of BGP in packet-level simulatethe memory
consumption. When used to study large network topologhesy tequire a huge
amount of memory, mainly to store the BGP routing tables. yThearently lack
techniques to efficiently store routing tables and to agafeethe redundant routes.
For example, in SSFNet and J-Sim models, the BGP routingsghbc-RIB, Adj-
RIB-in and Adj-RIB-out) are based on non-compressed tniadiX-trees) while
more efficient techniques such as Patricia trees [Mor68¢wlicompressed tries
[NK99] have been described in the literature [Var05]. Onglike of ns-2, BGP++
inherits the efficient route storage capabilities from ZebiHowever, it does not
take advantage of routing information that could be shaetd/éen the router in-
stances. This would lead to reduced memory consumjtion

A second issue with packet-level simulators is that they@waletailed for our
purpose. A packet-level simulator will usually reproduke finite state machines
of all the protocols. In the case of a BGP simulation for exemmany different
protocols are involved. For example, multiple TCP conmeisupport the BGP
sessions. TCP stacks must therefore be modeled which exhltthe TCP timers.

Scalability improvements have been brought recently t®G®++ implementation [DRO6]. It
was however not available at the time we performed our etiahmof BGP-based traffic engineer-

ing.
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A model of an IGP might also be needed to compute the routegkeatthe BGP
routers. In a packet-level simulator, such a model will ogloice the flooding of
LSPs in each IGP domain. Such a level of details allow to sthdydynamics of
routing protocols, but it does not scale when only the outofithe BGP decision
process is required. Too much details add burden on the aiog completion
time.

2.2.3 Emulation

In [FWRO04], Feamster et al have proposed another approd@@RPaemulator that
computes the outcome of the BGP route selection procesadbrreuter in a single
AS. This tool was developed for the purpose of evaluatingtridiffic engineering
actions performed in a single AS. The aim of the BGP emuladbicompute
the routes selected by each router in the AS given only théguoations of the
routers as well as the external routes learned by the AS whitsidering each
AS’s available routes only once. In order to do this, the thmts not model the
flow of BGP routes inside the AS. Hence it does not reprodueedhte filtering
process occurring within an AS.

In addition, this BGP emulator [FWRO04] is targeted at stadya single AS.
Its main purpose is to serve as an inner-loop of a tool thatavioelp ISP operators
to understand how BGP works in their domain, by playing wité touters con-
figurations and observing how the outcome of the BGP decjsioness would be
affected. It is therefore also stuck to studying what-ifrergos that will affect the
outbound traffic. Indeed, to take the inbound traffic intocard, the model must
be enriched with at least the neighbors of the domain undeysif not the whole
Internet.

Finally, due to the assumptions taken by the model propas¢eWRO04], it
has been designed to study the current BGP protocol. Takitogaiccount new
extensions to the BGP protocol that would affect the rouecsen or the filtering
processes would need to re-design the inner algorithm.

2.3 Modeling requirements

From the previous section, we can conclude that today, ikere model of BGP
that together contains the complete decision processatilersoute filtering fea-
tures, and that can efficiently support large-scale tope#ogIn addition, some
models are limited to the simulation of single domains orrasepublicly avail-
able. In this section, we describe which features are reduaty a BGP model
suitable to perform large-scale evaluation of interdonteaffic engineering. We
call this model eBGP routing solver

The purpose of a BGP routing solver is to accurately and ahnéstically
compute the paths that routers will select given the cordigum of the network
without reproducing all the details of the protocol dynasni€hat is, we are inter-
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ested by the outcome of the BGP decision process but not hiyaihgient states of
the protocol convergence.

In addition to the computation of routes, we want that a BGRing solver
meet the following requirements:

e Accurate model of the decision processThe BGP decision process in our
model must be as accurate as possible, taking into accdutegbossible
BGP attributes associated with the routes. For this purpeseh step of
the decision process must be modeled. In addition, teckrideployed to
improve the scalability of the BGP protocol such as roufectors have to
be modeled as well.

e Accurate model of the filtering process It must be possible to model the
policies enforced by ISP operators. For instance, the BGIRng solver
must support the business relationships implemented bettree different
ASs. These policies are a key feature of BGP which are erddhreugh the
use of route filters. The routing model must therefore allogvdefinition of
complex route filters. Today's BGP implementations allowngndifferent
filters to be applied to routes. Our BGP model must supportréte/ant
filters, e.g. those that deny routes or change their ate#band finally affect
the outcome of the decision process.

e Interaction between multiple domains The BGP routing solver must not
be limited to a single domain. Since we want to be able to shati the
routes that a particular domain has selected to reach ekwmains as well
as routes that other domains will use to reach this particldanain. This is
required to study both inbound and outbound traffic engingetechniques
for instance.

e Determinism. The BGP routing solver must be deterministic. That means
that its outcome must only depend on the initial configuratod the sim-
ulated network as well as on the advertised routes. The atimtiv behind
this requirement is the ability to reproduce and comparauksition results.
With a non deterministic decision process, this is not abvagssible. The
requirement for determinism comes at a cost. Indeed, it Iskmewn that
some BGP configurations have multiple solutions [GW99]. His tase, a
deterministic routing solver will always lead to one of tf@usions or not
converge (see Section 2.5.7). The exploration of all thetsols of a BGP
configuration is another problem that we do not solve in thésis, though
we will discuss the behavior of our routing solver in theseations in more
details in Section 2.5.7.

Note that certain implementations of BGP propose a knobdaattrigger
a decision process that is intentionally non-determinifiS05]. We do
not model this behavior, hence the decision process of tiversmust be
deterministic.



2.4. C-BGP: a BGP routing solver 25

e Scalability. The routing solver must be able to handle very large topetog
with a size of the same magnitude as the Internet, i.e. coatpafithousands
of ASs themselves containing hundreds of routers.

e Extensibility. The model of BGP which is implemented in the solver must
be easily extensible. Adding BGP extensions or studyingirigact of
changes in the protocol must not require to rewrite the whubdel.

2.4 C-BGP: a BGP routing solver

In this section, we describe our approach to build a BGPmggolver meeting the
requirements described in Section 2.3 and the hypothesisith taken in order to
make it efficient. Our implementation of this routing solvercalled C-BGP. It is
open-source and publicly available [Quo03b].

There are currently two main approaches to computing the BG&s known
by arouter. The first one consists in resolving the dependghetween the routing
decisions taken by the different routers in a distributedmes. This is the approach
followed by [FWRO04]. Its main limitations are (1) that it l#sito a very specialized
model of BGP even if it might be slightly more efficiérind (2) that it is limited
to a single domain. The other approach igd¢produce the propagation of BGP
messages between the routers and the route selection perddoby each router
This is the approach used in C-BGP. However, in contrast B@ daemons and
packet-level simulators, C-BGP models the propagation@®PBnessages across
routers in a static way. We can do that since we are not irtezf@s the transient
states of routing, but only in its outcome. Hence, some dspéthe BGP protocol
which are modeled in traditional packet-level simulatorsstmot be considered in
C-BGP. This allows to improve the efficiency of the simulaté¥e explain the
simplifications we made in the BGP routing solver in the fallog paragraphs.

First,we do not model the TCP connections that support the BGP sessis
In the genuine BGP implementations, TCP connections ar@ tasprovide a re-
liable transport of the BGP messages as well as to keep theegimence. In the
routing solver, we assume that the BGP sessions betweenuters are reliable.
Therefore, we do not need to model TCP mechanisms such astthagmission
of presumably lost packets. In addition, the solver guaesthat the ordering of
BGP messages exchanged between two routers will be unahange

The second simplification is in th@mplified model of the Finite State Ma-
chine used by the BGP protocol to establish and maintain the sesgiiih neigh-
bor routers. Basically, these FSMs rely on a small numberegsages to initiate
or close a session as well as to detect errors. For instaote,sites of a BGP
session exchange keep-alive messages in order to notifyaher that they are
up and running. This is not required in our model. The sesegiablishment is

2We could not compare the efficiency of our model to the BGP atian proposed in [FWR04]
since their implementation is not publicly available.
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replaced by checking that each side can reach the other ased lon the routing
information it currently has.

Then, wedo not model various timersthat are used by BGP in order to mini-
mize BGP messages churns. Two timers are concerned. Regd¥inimum Route
Advertisement Interval (MRAI) timer is used to prevent atesuio send to a neigh-
bor too frequent updates for the same destination prefix.s€bend timer is used
by a technique called Route Flap Dampening [MGVKO02] which awioid too fre-
guent updates received from neighbor routers for the saefexpo be taken into
account by the decision process. We do not model these tisiere we do not
care about routes that are flapping. This is reasonable sieckrge majority of
Internet routes are stable over time [RWXZ02, UMBY].

Finally, we use asteady-state model of the IGP protocolto compute the
intradomain routes without exchanging messages. A mod&leofGP protocol is
needed to compute the paths between BGP routers for instance

All these simplifications do not affect the outcome of theisieo process.
However, they allow us to build a routing solver where we doneed to model the
time as in discrete-event simulators. At the end, this eggraletermines the paths
that routers have selected once the BGP routing has conlvfBy#®99]. Another
advantage of this approach is that it provides more infogmadbout the router
states inside the studied domain since it determines thefliglternative routes
that each router knows. This is very useful if one wants tdystihe diversity of
BGP routes for instance.

2.4.1 Architectural overview

In this section, we give an overview of the architecture dBGP. As shown in
Fig. 2.1, the architecture is articulated around 3 main eptw@l components: the
network configurationthenetwork stateand thescheduler

The first component of the BGP routing solver is tietwork configurationlt
contains the static information about the network. The pétveonfiguration can
be further refined in two parts. The first one is the networlotogy composed
of the nodes and the links that interconnect them. The separtds composed
of the configuration of the routers and links. This includesihstance the link
attributes such as the IGP weights, and the addresses ajutess. The network
configuration can be defined through the Command-Line kterf{CLI) of the
routing solver or by mean of scripts.

The second component is timetwork state It contains the current state of
the nodes and links. For instance, the links can be up or dowaning that they
can currently be or not be used as part of the routes compuytéuelsolver. The
network state also includes the various routes that aresmilyrknown by each
router. The network state is by essence a dynamic part obthiteng solver. The
network state can be changed manually (i.e. through the €ktigpts) or it can
be changed by events occurring within the routing solver.

Finally, the third component is trecheduler The scheduler is the main part of
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Figure 2.1: Architecture of the BGP routing solver.

the routing solver. It contains a sequence of scheduledtigveat will eventually
update the state of the network when they are processed. i¢atygvent in the
routing solver is the reception of a BGP message by a routee. réception of a
BGP message will usually trigger the re-computation of @suh the destination
routers. The events are placed manually in the list of thedualer or they are
generated in reaction to another event.

We describe the network configuration, the network state,sttheduler and
the message passing model of C-BGP in more details in thenfolfy sections.

2.4.2 Topology database

The topology database represents the topology of the dietlireetwork. This net-
work can be composed of several ASs. In the real world, eaclisA®mposed
of a collection of routers that are interconnected. Thesgers are usually in-
terconnected using multiple SONET/SDH links, Ethernet LsAdhd switches. In
our routing solver, the topology model does not include timgsgral- and facility-
level details. It also does not contain a representatiomdfsystems. Indeed such
details are not required in order to be able to accuratelyainlbow the route se-
lection is performed in the AS. Therefore, it is sufficientnmdel the network
topology with a graph where the nodes represent IP routertharnedges represent
layer-three links. In Fig. 2.2, we show an example topologptaining 2 domains.
Domain 1 contains 4 routers and Domain 2 contains 2 routérs.|8bel on a link
represents the IGP weight of the link.
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The graph is implemented by using two different data stmestuln Fig. 2.3,
we show the internal representation of the topology of Fig. Birst, aglobal trie
references all the routers of the graph. Each router isifilthby a 32-bit integer.
For instance, router R1 in the example of Fig. 2.2 has thetifikm1.0.0.1. This
identifier can be thought of as the IP address of the loopbdekface of the router.
Each router can also have several other addresses thatyider@ endpoint of the
links it is adjacent to. The identifier of each router is usedagey in the trie.
The trie can thus have a depth which is at most 32. Hence, tmglegity of an
insertion or lookup in this trie i©)(32). We use a compressed unibit trie [Var05],
so that the lookup time will often be far lower, as shown in.RAg.

Domain 1 Domain 2
- ~ T \
> D@
N , ™ 2001
\ / \
\ | \
\ ) \
\ l |
| |
! | |
/ \ I
/ \ /
7/
. (1) X R6 //
P 2002

Figure 2.2: A simple network topology with 2 domains.

Global Trie

0031 1 1.0.02/31 |

' 200231 |

5

1.0.01 1.0.0.2 1.0.03 1.0.04 2.0.0.1 2.0.0.2

Ad]acency 1.0.0.2:5 1.0.0.1:5 1.0.0.1:10 1.0.0.2:5 1.00.2:1 1.004:1
Lists 1.0.0.3:10 1.0.04:5 1.0.04:5 1.0.03:5 2.0.0.2:1 2.00.1:1

2.0.0.1:1 2.0.0.2:1

Domain 1 Domain 2

Figure 2.3: The internal representation of a topology e<idBGP.

The second part of the graph consists in multgdgacencies listsvhich rep-
resent the adjacencies of each router. For instance, re&én the example of
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Fig. 2.2 has 3 adjacencies: R1, R4 and R5. Its adjacencyhbstrsin Fig. 2.3 the
identifier 1.0.0.1 (R1), 1.0.0.4 (R4) and 2.0.0.1 (R5). Eadjacency list is imple-
mented as a sorted heap which allows lookups with a complexkiO(logz(n)).
The reason why we choose an adjacency-list based représerita the graph is
the low density of the networks we expect to represent. Wgustwork topolo-
gies have a degree distribution which looks like a power{lB#F99]. This means
that most nodes will have a low degree and a few nodes will hdarye degree. In
addition, since we focus on the backbone and border routeraiat on the access
routers, most nodes will have a low degree. According to (@fpothe average
node degree of North American carrier networksd isc 2.5, while the average
node degree of European networks is closef te 3.5. The consequence is that
the average size of an adjacencies list will be small and ¥beage lookup time
will be short. In addition, the memory consumption is kept kven for very large
graphs.

For each vertex and each edge in the graph, we can storauttribFor in-
stance, the current routing solver associates an IGP nweitticeach direction of
the links (in Fig. 2.2 and Fig. 2.3, we assume that the IGP eifjeach link is
the same in both directions). This metric is used when thradioimain routes are
computed. The state of the links (up/down) is also storetérgraph.

The network topology in our routing solver can be built in mdiiferent ways.
The first one consists in manually building a representatfam existing network.
We discuss the modeling of a real ISP network in Chapter 3tier@ossibility is
to extract information from an IGP protocol trace capturedn existing network.
A tool such as [Bon05] can be used for the ISIS protocol. Bmelis also possible
to build synthetic networks using topology generators agBRITE [MAMBO01]
or GT-ITM [CDZz97].

2.4.3 Network state and IGP model

In this section, we describe the network state. The netwiate $s mainly com-
posed of the routes currently available for each node. Itrastwith the topology
database, the information stored in the network state iamyn In addition, the
topology database describes the possible paths betwekmaiaof routers while
the network state contains the paths that are actually wsgd from a router to
another.

The routes contained in the network state at the end of the BGhg solver
execution are the results of the computation. On the othed,h@ perform its
computation, the BGP routing solver also needs some imgéahork state. This
initial knowledge is required to allow two neighboring BG#ters to talk to each
other. A BGP router must know the path to reach its neighlgorauters. In real
world networks for instance, an IGP protocol is used to ithigte a view of the
topology of a domain to all the routers in this domain. Thithis same in C-BGP
and the routes stored in the network state can initially bmele statically, as part
of the routers configurations (through the CLI or script) mnf a model of the
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intradomain protocol (IGP).

The selection of paths by the intradomain routing protosehodeled without
exchanging messages. The real IGP protocols such as OSFE-I8rdre link-
state protocols and rely on flooding information about tleljacencies to their
neighbors in the same domain, in the form of Link State Pac{e2Ps). Based on
the LSPs it has received, each router can build a map of theorietopology of
its domain. Using this topology, each router computes irs&iluted manner the
shortest paths towards each node in the domain.

In our routing solver, we do not model the exchange of thoded. Ve are not
interested in the dynamics of the IGP protocol. Moreovechaxging these LSPs
and computing the intradomain routes in a distributed mawoeld require addi-
tional computing resources in the routing solver. Indeeelwould need to build
a database containing the received LSPs for each routes.wichild be equivalent
to storing the topology of the domain multiple times. Inste& modeling the ex-
change of LSPs, we use the global knowledge of the adjaceitieach domain
(contained in the topology database) to determine thedatrain routes. This is
done by computing the shortest paths based on the IGP weightgiated with
each link. We compute the shortest paths in the solver usijkgtia's SPF algo-
rithm. The model we have implemented currently supportsiglsiarea, the most
common type of IS-IS deployment in large ISP networks. Havean accurate
model of the OSPF model supporting multiple areas for outimgisolver has been
developed by [las05].

In a typical simulation scenario, the intradomain routes @mputed once
after the topology has been defined. The paths computed b@Ehenodel do not
change until there is a weight change or a link/router faillWhen there is such
a change in the topology, the re-computation of intradorpaits is not triggered
automatically since the routing solver is not event-drivdn this case, the re-
computation of intradomain routes must be asked expli¢ttiyough the CLI or
script).

The routes known by each router are stored in its routingetalBach routing
table is implemented based on a compressed unibit trie and fookup is done
on a longest-match basis as in plain IP.

2.4.4 Scheduler and message passing model

The main feature of C-BGP is that the computation of the duarain routes re-
lies on the exchange of reachability information betweedeso This exchange
takes the form of BGP messages. In this section, we descolvete nodes ex-
change BGP messages, although the message passing modedsest here is
more generic and is not limited to exchanging routing infation.

The message passing model of our BGP routing solver is sitoilgacket for-
warding in the IP protocol. The first similarity is in te&ructure of the exchanged
messagesA message contains the following mandatory fieldSoarce Address
that identifies the node that sent the messadpestination Addresthat identifies
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the node to which the message is destined, a me3sqgevhich indicates how the
message must be processed aRdyoadwhich carries the message content. Both
the Source and Destination Addresses are 32-bit integensiBg4. The message
Typeis similar to the destination port field in IP packets in thatells how the
message must be processed on the destination node. Thetisenfiime message
payload depends on the message type. In the BGP routing siblgeypical mes-
sage type is BGP and in this case the payload can contain a p@&&Jor a BGP
Withdraw.

The characteristics of the message passing model are aws$ollt is a simpli-
fied model of a transport protocol tharteserves the orderingof messages, such as
TCP. In addition, it igeliable, meaning that there is no loss of message. The prop-
agation of messages from a source node to a destination sddeéhop-by-hop.

We detail these characteristics in the following paragsaph

The message passing model is based on the scheduler of CFB&stheduler
is responsible for running the simulation by propagatingsages between routers.
Basically, the scheduler is based on a single, global ligeaue (FIFO) to hold
all the messages that are currently being propagated (se2B). The FIFO
gueue of C-BGP is implemented as a circular buffer. The dizkeoqueue grows
dynamically in order to hold more messages if required. Whensize is stable,
the enqueueand dequeueoperations have a complexity 6f(1). In this way, C-
BGP can handle events faster than in event-driven simglatbere the scheduler
is based on a priority queue. In the latter, the insertiorratfmn can be as complex
asO(loga(n)).

As shown in Fig. 2.4, each message in the FIFO queue contaiadditional
field, theNext-Hop which identifies the node to which the message must be deliv-
ered. In the example of Fig. 2.4, the queue contains 2 mess&gee MSG1 has
been inserted before MSG2, it will be delivered first. MSG1l & delivered to
node 1.0.0.2 and MSG2 will be delivered to node 1.0.0.3.

Scheduler

Event processing... |«

enqueue dequeue

event . event
»

next-hop: 1.0.0.3 next-hop: 1.0.0.2
src: 1.0.0.1 src: 1.0.0.1
dst:1.0.0.3 dst: 1.0.0.2

(payload) (payload)

Figure 2.4: The global linear queue at the center of C-BGP.
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The operation of the scheduler’s algorithm, shown in Algisisimple to un-
derstand. The algorithm keeps running until the FIFO qusuenipty. At each
iteration, the algorithm first dequeues the message at fheftthe queue. Doing
so, it reduces the depth of the queue. Secondly, it finds thieeradentified by
the Next-Hop field of the message by looking up in the glohkal of the topol-
ogy database. Finally, it delivers the message to this routke routing solver
uses a single thread to run the scheduler. When it deliveressage to a router,
the scheduler waits until the router has finished procegsieagnessage. When a
router is active, it only processes the received messagelpaates the network
state if required. The router then stops and returns theaotat the scheduler
which will look for further messages in the global queue.

Alg. 1 Simplified algorithm for the scheduler
1: while Imsg_queue.empty() do
2. [* Get next message to process
: msg = msg_queue.dequeue()

3
4:  [* Find next-hop router/

5. router = topology.find_router_by_addr(msg.next_hop)
6: /* Process message in destination router (dt)

7 router.recv(msg)

8: end while

During its processing of a received message, a router majupeoadditional
messages that it pushes onto the queue. One can thus seedhelh &eration of
the loop of Alg. 1) the depth of the queue is reduced by onesttird subsequently
increased by: during the processing of the message. The value dépends on
the behavior of the router and the content of the message.ins@nce, if the
message is to be delivered locally, it is possible that ndtiaddl message will be
produced ¢ = 0). To the contrary, if the message is to be forwarded to amothe
router, the same message will be re-pushed onto the quehewitpdated Next-
Hop (n = 1). It is also possible that > 1 messages will be produced after the
reception of a message. For instance, a BGP router may ecaddGP UPDATE
message and redistribute it to all its neighbors.

2.4.5 Messages ordering

The idea of using a global linear queue is not new. [LABJOfHady used a single
linear, global queue to model the exchanges between simagle-ASs and [GWO00]
proposed but did not implement this model.

Using a FIFO queue to model a transmission line guarante¢$ht message
ordering will not be changed. That s, if a message A is istiyaduter R1 towards
router R2 before a message B, R2 will receive message A befessage B (see
left part of Fig. 2.5). In C-BGP, there is a single FIFO quelieat means that the
ordering of events is also preserved globally. Let's taleedkample shown in the
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right part of Fig. 2.5. If router R1 issues a message A destiogouter R2 before
router R3 issues a message B destined to router R4, therr RAtwill receive

message A before router R4 receives message B. If the ogderikept globally, it
is also kept on each transmission line. In addition, actigway, is like if all the

transmission lines have the same delay. This is unrealigiite tries to model the
dynamics of a protocol, but it is an efficient model to compivee outcome of the
routes selection process.

R2

&) MSGA/V

R1

R1 R2

SG
2 N(IlS)GMB >
@ )

/(:)MSGB

Figure 2.5: Preservation of the ordering along a single(liek) and along all links
(right).

C-BGP forwards packetsop-by-hop. That means that if R1 sends a message
to R3 in the example shown in Fig. 2.6, this message will fiestlblivered to the
intermediate router R2 before being delivered to R3. Thexdveo motivations for
using hop-by-hop message passing. The first motivatioraisusing hop-by-hop
propagation allows to check the validity of the path at eatérmediate node. The
routing solver can thus avoid to deliver a message to a rtheelis not reachable.
This is useful for instance to check that a BGP session casthéleshed between
two routers. The second motivation is that it allows us télgds) into the network
state. For instance, we can directly discover the routetlpath between two
nodes by performing a trace-route between them. This madssiye for instance
to check for forwarding deflection due to the IGP protocok@d] or the BGP
protocol.

R1 R2 R3

L
1) MSG A 3) MSG A
2N(IS)GB 4l\/(IS)GB
@ ) 4 )

Figure 2.6: Preservation of the ordering along a path.

Messages are propagated by the scheduler on a hop-by-higpuods they
reach the destination. At each hop, the current router chek destination ad-
dress of the received message. If the router has an adde¢sothesponds to the
destination address of the message, it processes the messagding to the mes-
sage type field. Otherwise, the router has to find in the nétwiate the adjacent
router (next-hop) to which the message has to be forwardea. pfoblems may
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occur during the forwarding of a packet. The first problenhes inreachability of

the destination of the message. This occur when no route €daumd to reach

the message destination. In this case, the message is Ibstsetond problem

is a forwarding loop. It is possible that due to misconfigiorathe sequence of
next-hops forms a cycle. This would cause the message torivarided forever
and this would prevent the routing solver from terminatif@r this reason, each
message has®me-To-Live (TTLjield that is decreased at each hop. The message
is dropped when the TTL reaches 0. This ensures that the geesst not loop
forever and guarantees that the solver will not be preveinted terminating.

There is an additional requirement in order for this hophlby- message pass-
ing model to preserve the ordering of messages propagated al path. This
requirement is thathe path must not change during the propagation Hence,
the routes used to forward messages must not change duempgdpagation. This
can not occur for static routes since they can not be changedgdthe execu-
tion of the scheduler. This can not occur for intradomainesisince they cannot
be recomputed during the execution of the scheduler. Thisoody occur for in-
terdomain routes computed by BGP. Fortunately, these somile not be used to
forward messages over iBGP session or eBGP session. Themifiem is in the
case of multi-hop eBGP sessions. Indeed, in this case, tGdatkighbor can be
reached by a BGP route. Let's take the example of Fig. 2. hitnexample, there
are 3 ASs. R1in AS1 has a multi-hop eBGP session with R3 in &3Jirst sends
a message A over this session to R3. The current route used hy i®Rach R3 is
through R2. Therefore, message A is sent over the link R1-Rt&n, the route
used by R1 is updated and goes directly to R3. This can oc&U ifas received a
BGP update from R3 for instance. R1 will then send a secondages B, to R3.
This message will be sent on link R1-R3. The scheduler wil deliver message
A to R2 which will forward it on link R2-R3. The same is done imessage B
which is delivered to R3, its destination. Finally, the sibider will deliver mes-
sage A to R3. The consequence is that while message A has etezaslier than
message B by R1 to R3, message B has been delivered first.

—————

! 4’ \
AS1I (3) MSG B . IAS3
| ]

(2) BGP route towards
AS3 changes in R1

Figure 2.7: Multi-hop eBGP sessions may break the ordering.
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2.4.6 Example

In order to clarify how the scheduler works, let’s take tharaple topology shown
in the right part of Fig. 2.5. Assume that R1 sends a messagkth@ other routers:
R2, R3 and R4. We show in Table 2.1 the evolution of the scledutueue

during the propagation of the messages. The first columneistéhation of the

scheduler’s loop. The second column describes the actides tby the scheduler
and the routers. The third column shows the content of theejaéter the actions
are taken. The third column only shows the next-hop, soundedastination fields
of the enqueue messages.

Step | Action Queue
init | R1 pushes 3 messages (1) n-h:R2, src:R1, dst:R]
(2) n-h:R3, src:R1, dst:R
(3) n-h:R2, src:R1, dst:R4
1 | scheduler pops message, (2) n-h:R3, src:R1, dst:R
delivers to R2. (3) n-h:R2, src:R1, dst:R4
2 scheduler pops message, (3) n-h:R2, src:R1, dst:R4
delivers to R3.
3 | scheduler pops message, (4) n-h:R4, src:R1, dst:R4
delivers to R2.
R2 pushes message (forward).
4 | scheduler pops message,
delivers to R4.

= = W 4= WY

~—

Table 2.1: Example of message propagation and evolutidred¢heduler’s queue.

First, router R1 pushes three messages onto the queue. Gtmedeor R2,
the second destined for R3 and the third one destined to RéeHR2 and R3 are
adjacent to R1, the next-hop for these routers is equal todestination. To the
opposite, R4 is not adjacent to R1. We suppose that R1 kn@atv# tihhust send its
message to R2 in order to reach R4.

After this initialization step, the queue contains threessages. The simulation
starts. During the first loop iteration, the scheduler pbyesfirst message from the
gueue. The next-hop of this message is R2. The scheduleedethe message
to R2. Since it is locally destined, there is no subsequeguemning of message.
The queue now contains 2 messages. The scheduler starectmasteration by
poping the first message of the queue. The next-hop of thisagesis R3. The
scheduler delivers the message to R3 which is the final ddistimof the message.
No message is added to the queue during this iteration. Téxeequow contains a
single message. The scheduler now enters its third iteratigpops the message
from the queue. The next-hop of this message is R2. The skghedklivers the
message to R2. The final destination of the message, R4, RZhoR2 will thus
forward the message to R4. For this purpose, it pushes theagesnto the queue
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with the next-hop field now containing R4. At the end of theration, the queue
still contains one message. The scheduler pops the messagék queue during
the fourth iteration. It delivers it to router R4 which is tfieal destination of the
message. At the end of this iteration, the queue is empty laadimulation is
finished.

2.5 BGP Routing Model

In this section, we describe the BGP routing model impleeerih the solver.
We discuss the components of BGP routers that are modelethasel that were
simplified or left over since they have little or no impact ¢ tcomputation of
routes. We first present the BGP model from the perspectitbeofouters, e.g.
which components of a BGP router are represented in thersdllien, we describe
how the BGP sessions between the routers are modeled. Wshibenthe basic
operations of a router in the solver. We give more detailsherfittering processes
that are implemented in the model in Sec. 2.5.4 as well ad ddatription of the
decision process in Sec. 2.5.5. We validate C-BGP in Se2tlm6 and we discuss
its convergence properties in Section 2.5.7. Finally, vaduate its performance in
Section 2.5.8, the scalability issues and related solsiiorsection 2.5.9.

In order to model the full BGP decision and filtering procesdbe routing
solver must contain most components of genuine BGP rout&s.shown on
Fig. 2.8, each router has oh®c-RIB where all the best routes are stored. In
addition, each router hadliat of neighbors. For each neighbor, the router knows
the identifier of the corresponding node, i.e. the IP addoé#ise neighbor, as well
as the domain the neighbor belongs to. Based on this, it éstalidetermine if the
BGP session it has with the neighbor is internal (iBGP) oemxl (eBGP). Each
router also has a pair of adjacent RIBs for each neighboero@nAdj-RIB-In
is used to store the routes received from this router andldi#RIB-Out is used
to store routes redistributed to this router. In additiopitoviding information on
routes advertised to the neighbors of a router, the Adj-RIBs allow a stateful
BGP that do not send the same UPDATE/WITHDRAW multiple timéke Loc-
RIB, Adj-RIB-ins and Adj-RIB-outs are implemented with cpressed unibit tries
in order to allow fast lookups and limited memory consumptio

2.5.1 BGP sessions and Finite State Machine

For the purpose of maintaining the BGP sessions with theéghhers, genuine
BGP routers have a Finite State Machine (FSM) for each sesgia FSM con-
trols which messages can be exchanged over the sessional$bisesponsible
for establishing a BGP session and maintaining it. For tbhippse, genuine BGP
routers regularly exchange KEEPALIVE messages to infomrother side that the
session is still running. In the routing solver, each rotigs an FSM per session.
However, the FSMs used in the model are simplified: they aeused for the es-
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Figure 2.8: Model of a BGP router in C-BGP.

tablishment of sessions and to control if reachability infation can be exchanged
or not. Indeed, in the routing solver, there is no need to axgh KEEPALIVE
messages since the solver is not event-driven. Once agéssistablished, it will
not fail during the routes computation.
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Figure 2.9: Simplified Finite State Machine in C-BGP.

The FSMs of the model (shown in Fig. 2.9) are mainly used tp detecting
problems with the establishment of sessions and to detedatlure of sessions
after topology changes. For this purpose, an FSM can only Balifferent states:
IDLE, ACTIVE OPENWAITor ESTABLISHEDThe IDLE state means that the
session is administratively disabled. The ACTIVE state msghat the session is
administratively enabled but it could not be establishede @ossible reason for
this is that there was no route available to reach the neigidater. The OPEN-
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WAIT state means that the FSM has started establishing fsgoseand is awaiting
an answer from the other side. If the session remains in OP&ANWfate, that can
mean that the other side of the session is not configured,madtied or that the
neighbor router can not reach the other side. The ESTABLISHKIAte means that
the session can be used to exchange reachability informatio

Four message types are used in the BGP routing so@BEN CLOSE UP-
DATEandWITHDRAW The OPEN and CLOSE message types are used to respec-
tively setup and shutdown a BGP session. The UPDATE mesypgdad used to
advertise the reachability of a network prefix and the WITH®Rmessage type
is used to cancel such reachability. UPDATE and WITHDRAW saggs can only
be exchanged over a session that is in the ESTABLISHED #&EPALIVE and
NOTIFY messages are not modeled.

2.5.2 BGP route attributes

An UPDATE message carries a BGP route composed of a destirl&iprefix and
route attributes. In the routing solver, we model the BGRa®swaccurately. We
show in Table 2.2 the BGP route attributes and indicate isé&tend column if the
attribute is standard or experimental, in the third colufrthe attribute is manda-
tory and in the fourth column if the attribute is supportedtis solver. The current
version of the routing solver supports the following mandatroute attributes:
Next-Hop Local-Prefand AS-Path The AS-Path is composed of a sequence of
segments of different types. The solver modelsAlse SEQUENCIHEhat contains
an ordered set of AS numbers and &% _SEThat contains an unordered set of AS
numbers. The solver currently does not support the segryees trelated to BGP
confederations [TMSO1JAS_CONFED_SEQUENC&dAS_CONFED_SET

The standard optional attributes such as\teD and theCommunitie$TCL96]
are supported. In particular, the well-known communityueaNO_EXPORTand
NO_ADVERTISEre supported. To the opposite, @ EXPORT_SUBCONFED
value is not supported since Confederations are curretlynodeled. Thdex-
tended CommunitiglSTRO6] are also supported. The attributes related to route
reflection [BCCOOQ] such as th@riginator-ID and theCluster-ID-List are sup-
ported. In addition, experimental optional attributeshsas theRedistribution
Communitie§BCH™ 03] are supported. The solver currently does not support the
attributes related to route aggregatiditomic-AggregateandAggregator

2.5.3 BGP router model

We show in Alg. 2 the simplified algorithm that models a BGPteou The al-
gorithm only shows the processing of the UPDATE and WITHDRAWSsages
when the FSM is in state ESTABLISHED. First, the router tekthe received
BGP message is an UPDATE or a WITHDRAW. If the BGP message i9Rn
DATE, the router checks if the route contained in the messagecepted by its
input filters. If so, the route is stored in the Adj-RIB-in cesponding to the neigh-



Attribute Standard | Mandatory | In C-BGP
Next-Hop X X X
Local-Pref X X X
AS-Path AS_SEQUENCE X X X
AS_SET X X X
AS_CONFED_SEQUENCE X
AS_CONFED_SET X
MED X X
Communities any value X X
NO_EXPORT X X
NO_ADVERTISE X X
NO_EXPORT_SUBCONFE X
Atomic-Aggregate X
Aggregator X
Originator-1D X X
Cluster-ID-List X X
Ext-Communities X X
Red-Communities | PREPEND X
NO_EXPORT X
IGNORE X

Table 2.2: List of route attributes supported by C-BGP.

[opow Bunnoy 499 ‘52
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bor that sent the message. In addition, the router’s decisiocess is run. The
decision process retrieves from the Adj-RIB-ins all thectegble routes for the
considered prefix, compares them and selects the best ormebeBh route is in-

stalled in the router’s forwarding table. The next-hopiifaee is found by looking

up in the forwarding table the interface used to reach the B&®#®-hop. Then, the
router propagates the new best route to its neighbors aogawlits output filters.

The propagation is done by pushing new BGP messages on thed tifeear queue.

The solver continues until the message queue is empty, vangans that BGP has
converged.

Alg. 2 Simplified algorithm for handling a BGP UPDATE messdgereceived by
a routerk

1: if (M.type == UPDATE) then

2. if (R.an_filter(M.sre, M.route) == DENY) then

3 R.adj_rib_in[M.src].remove(M.route.prefix)

4: else

5: R.adj_rib_in[M.src|.replace(M.route.pre fix, M.route)

6: endif

7. R.decision_process(M.route.prefix)

8. if (R.best_has_changed(M.route.prefiz)) then

9 R.FT.install(R.best)

10: for all neighbor in (R.neighbors) do

11 if (R.out_filter(neighbor, M.route) == ACCEPT) then
12: msg_queue.push(BGP_UPDATE, M.src,neighbor, M.route)
13: end if

14: end for
15:  end if
16: else if (M.type == WITHDRAW ) then
17
18: end if

If the message is a WITHDRAW, the router removes from theesponding
Adj-RIB-in the route towards the withdrawn prefix. If thisute was selected as
best, the router runs the decision process in order to sgleetv best route. The
new best route is then installed in the forwarding table atistributed to the
neighbors of the router in a similar way than after the rdoepdf an UPDATE
message.

In the following sections, we describe with more detailsftltering and deci-
sion processes implemented in the solver.

2.5.4 Route Filtering

We showed in Alg. 2 that a BGP router has route filters thatpliep on received
routes (input filters) as well as on outgoing routes (outptgrf). The input filters
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are used to decide which routes received from the neighbiirbevaccepted for

selection by the decision process while the output filteesusied to decide which
best-routes from the Loc-RIB will be advertised to the nbigyis. There are two
types of filters implemented in the model: filters that areunesgl for the BGP pro-

tocol itself and filters that implement routing policieslt&is of the first category
are available in all the routers of the model. To the opppS§iters implementing

routing policies are configurable and can be defined indepdhydin each router,
as in genuine BGP routers. In addition, the input and outptetdiof the second
category can be defined on a per session basis for the saree bhits allows the

modeling of very flexible routing policies.

The filters belonging to the first category (protocol filteas¢ mandatory in
the BGP routing solver since they are part of the BGP protandlits extensions.
For instance, there is an input filter that checks that thePag: of received routes
does not already contain the local AS. If it does, the routmotibe selected since
it would cause an AS-Path loop otherwise. Another inputrfilégects routes that
contain the local Cluster-ID in their Cluster-ID-List. Wheoutes are about to be
redistributed, protocol output filters are also appliedr iRstance, if the router is
not a route-reflector, it is not allowed to redistribute ateolearned over an iBGP
session to another iBGP peer. If the router is a route-refleedditional rules
apply (see [BCCO00]). Another output filter that is supportbgdour routing solver
is the Sender Side Loop Detection (SSLD) which checks if gibiieg a route to
an eBGP neighbor will cause an AS-Path loop or not. In theratase, the route
can be redistributed. Using SSLD decreases the number clages to propagate
during the simulation.

The filters belonging to the second category must be highkblke in order
to allow the evaluation of various policies and traffic emgiring methods. These
filters can manipulate the attributes of one route or simpjgat the route. The
input and output filters work in the same manner. The priecipf filters is to
check a set of conditions on the route and if these condittmasnet, to apply a
set of actions to the route. More formally, a filter is compbsé a sequence of
rules. Each rule is made of two distinct parts: a predicatezaset of actions. The
purpose of the predicate is to express the conditions teabtite must meet before
being applied the set of actions. The predicate is a logicailination of checks
on the route attributes. The logical combination of theseckh is based on the
binary operatordAND and OR and the unary operat?®dOT. The basic predicates
that are currently supported by the routing solver aredigteTable 2.3. The basic
predicates allow for instance to test the value of ltheeal - Pr ef attribute, to
match theAS- Pat h with a regular expressiéror to test if a particular value is
contained in th&Conmuni t i es attribute.

On the other hand, the set of actions modifies the route atitsb Special
actions can be used to simply accept or reject the route utifluother processing.

The predicate that checks if an AS-Path matches a regulaessipn was added by Sebastien
Tandel.
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Predicate Description

Communities > C' | Test if the valueC' belongs to theCommunitiesat-
tribute.

NextHop € P Test if the next-hop is included in the preftx

NextHop = A Test if the next-hop is equal to the addreks

ASPath = R Test if the AS-Path attribute matches the regular
pressionR.

Prefix € P Test if the destination prefix is included in the pre
P.

Prefiz = P Test if the destination prefix is equal to the prefix

Table 2.3: List of basic filtering predicates supported bBGP.

Table 2.4 contains the list of actions currently supporteCHGP.

Action Description

accept Accept the route (skip the subsequent
filter rules).

prepend AS-Path Prepend the local AS-number to the
AS-Path attribute.

appendV to Communities Add the valueV in the Communities
attribute.

remove V' from Communities Remove the valu& from the Commu-
nities attribute.

clear Communities Empty the Communities attribute.

deny Reject the route.

set Local-Pref toV Set the value of the Local-Pref attribute
toV.

setMED to V' Set the value of the Local-Pref attribute
to V. The solver also allow$” to be
determined automatically based on the

IGP cost.

append RC to Red-Community

Add the valueRC to the Redistribu-
tion Communities attribute. RC can
request to prependv times the AS-
Path of the route redistributed to...

Table 2.4: List of filtering actions supported by C-BGP.

Alg. 3 shows the algorithm which is applied each time a filteinvoked on a
route. For each rule that composes the filter, the algorigststf the predicate of
the rule matches the route. If so, the actions of the rule ppéieal in sequence
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to the route. If an action is ACCEPT or DENY, the route is imimagely either
accepted or denied. In this case, the subsequent actiohe ofitrent rule and the
subsequent matching rules are not applied. Otherwise ethaining actions are
applied. Once all the actions of the current matching ruleeh@een applied, the
algorithm treats the second rule in the same way. The afgorfinishes once all
the rules have been applied.

Alg. 3 Algorithm for filtering routeR with filter F'.
1: for all rulein F do
2. if (rule.predicate matchesROUTE) then

3 for all action in rule.actions do
4 if (action == ACCEPT) then
5: return ACCEPT

6: else if(action == DENY') then
7 return DENY

8 else

9 apply(action, ROUTE)

10: return ACCEPT

11: end if

12: end for

13:  endif

14: end for

Fig. 2.10 shows how a single rule is encoded in C-BGP. The catgains
a predicate (on the left) and a sequence of actions (on tlm).rigThe predi-
cate is encoded in a tree that represents the logical cotidsinaf basic predi-
cates. Here, the tree represents the predig@tenmunities > 1) V ((Prefiz €
130.104/16) A (Communities > 2)). This means that the set of actions will be
applied to a route if its Communities attribute contains @@mmunity valuel.
The actions will also be applied if the Communities attribabntains the Com-
munity value2 and the advertised prefix belongs to 130.104/16. In the ebeaaip
Fig. 2.10, the sequence of actions consist in first settind_tical-Pref to 100 and
then accepting the route.

In a large-scale simulation, there can be a large number &f 8Ssions. Since
the filters can be specified on a per-session basis, the nwhfiléers stored in the
solver can become large and require a significant amount afone However,
the filters applied on the sessions are often the same. Thefteh only a limited
number of different filters. For instance, all the custontérs domain will often be
treated in the same manner. The filters used on the sessitmthese customers
will therefore be identical. For this reason, C-BGP has amteashare filters
across multiple sessions. This helps to ensure the sdsjaifithe modet.

“Sebastien Tandel implemented methods to share filter rolesig multiple filters and success-
fully applied the routing solver to a large transit domain.
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predicates actions

rule: set local-pref 100
e P

¢ accept

OR

prefix match comm contains 2

130.104/16

Figure 2.10: Structure of a single filtering rule: a predécand a list of actions.

2.5.5 Decision Process

In this section, we describe the BGP decision process ingatésal in the solver.
Basically, the decision process takes a set of routes a$ amuliselects a single
one based on multiple criteria. We list in Table 2.5 the dat¢hat compose the
solver's model of the BGP decision process. It slightly efif from the decision
process implemented in genuine BGP routers for one reasenwamt a decision
process that is deterministic. That means that each tingeritn on the same set
of routes it must select the same best route. Some genuiner®@@&ts allow an
intended nondeterminism in their implementation of theiglen process. These
routers use a tie-break function that depends on the timawhees are received
[CSO05]. Basically, the route received first is preferrede hotivation behind this
tie-break function is that the route received first is moadblkt than the routes with
the same quality (preference, length of AS-Path, etc.)iveddater. The problem
with such a tie-break function is that it is not always polesib predict the outcome
of the route selection. We rely on the fact the the large nitgjof Internet routes
are stable [RWXZ02] along time to motivate the use in the esobf a decision
process which does not depend on time.

We now precisely define the decision process implementedeisalver. The
decision process is an ordered set of rules. Each rule igedpg@quentially to a set
of eligible routes towards the same prefix until the set dostat most one route.
The T'rule of the decision process is a filtering rule. It ignoresrbutes for which
there is no route IGP to reach the BGP next-hop. This ruleapgpe the decision
process and not in the protocol filters since the accedsilafi the next-hop is
not a route attribute. The accessibility may change acioss €.9. the next-hop
may be temporarily inaccessible due to a link failure. TA&rle prefers routes
towards networks that are locally originated. The reasoithiig rule is to prevent
the decision process to select an external route towardsv@riebelonging to the
local AS. In genuine BGP routers, the decision process asalrule that prefers
the local aggregates [Sys05a]. Since we currently do ngistipggregation, this
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Rank | Rule

Ignore if the next-hop is inaccessible
Prefer locally originated networks
Prefer highest Local-Pref

Prefer shortest AS-Path

Prefer lowest Origin

Prefer lowest MED

Prefer eBGP over iBGP

Prefer nearest next-hop

Prefer lowest router-1D or Originator-1D
Prefer shortest Cluster-ID-List
Prefer lowest neighbor address

O O ~NOOULDWNPF

e
[Ny )

Table 2.5: Decision process implemented in C-BGP.

rule is not implemented.

The 39 rule of the decision process prefers the routes which hawéith-
est value of the Local-Pref attribute. Th® 4dule prefers the routes which have
the shortest AS-Path. Note that the AS_SET segments haveythlef 1 while
AS_SEQUENCE segments have a length which depends on theenuwhiAS
number they contain. ThéSrule prefers the routes which have the lowest value
of the Origin attribute. The Origin attribute can take théues IGP, EGP and IN-
COMPLETE. The preference is as follownB5P < EGP < INCOMPLETE.
The 6" rule prefers the routes which have the lowest value oMEB. The 7" rule
prefers the routes learned through an eBGP session ovesrimatrned through an
iBGP session. The8rule prefers routes which have the lowest IGP cost to their
next-hop.

The remaining rules are used to break the ties if there drensiitiple possible
routes after the above decision criteria. THemle prefers the routes received
from the neighbor with the lowest router-1D if the route has been reflected or
the route with the lowest Originator-ID if the route has beefiected. The 10
rule prefers the routes with the shortest Cluster-ID-Listd finally, the 11" rule
prefers the routes with the lowest neighbor address. Thes r@lto 11 define a
deterministic tie-breaking function.

2.5.6 Validation

In this section, we describe how we validated C-BGP. By aiah, we understand
checking that the outcome of the BGP decision process cadput C-BGP is
conform to what genuine BGP would have computed. Usually,védidation of
a protocol implementation is performed with a large suitdest cases covering
various aspects of the protocol. For BGP, there is no geagralement on which
test suite should be used. We rely on a suite of validatiots faspired from the
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SSFNet BGP implementation [Pre]. Among these tests, we antgidered those
that concern the routing decisions, not the dynamics. Waldetme of the tests in
this section

The first validation we use i®ute-distrib . The aim of this validation is to test
the ability of two routerskR1 and R2 in two separate domains to exchange their
routes over an eBGP session. The configuration of the tekbisrsin Fig. 2.11.
R1 and R2 advertises the prefixeB1 and P2 respectively. We check that the
routers receive the route from each othRi. receives a route toward32 with an
AS-Path equal t@. In a similar mannerR2 receives a route toward31 with an
AS-Path equal td. We also check that the routes are selected as best andeidstal
in the forwarding table. The simulation generates 4 evehie 2 first events are
OPEN messages used to initiate the eBGP session. The nets eve UPDATE
messages containing the network prefixes advertised byreatsr.

AS1 AS2
= |
| \ / |
\ /
: RI'  egep [ R2 :
I \
P, P2
L ~_ |
(Prefix AS—PathW (Prefix AS-Pattﬂ

(P2 2 | (PL 1)

Figure 2.11: Validation: route-distrib.

The second test we performpsopagation. The aim of this validation is to test
that a router that receives an eBGP route propagates thestmwiis neighbors. The
configuration is shown in Fig. 2.12. Three rout&s, R2 andR3 in three separate
domains exchange their routes over two eBGP sessions ¢in liime central router
R2 propagates the UPDATE messages received from its neighd@rsheck that
all three routers have received the routes from the othersaddlition, we check
that the AS-Path of the propagated routes have been updaiedxample R3 has
a route toP1 with an AS-Path equal t@: 1. The simulation generates 10 events.
The 4 first messages are OPEN messages used to initiate tHe &3Gions. The
next 4 events are the UPDATE messages containing the nepseiikes advertised
by each router. The last 2 events are UPDATE messages ptepanai2 to R1
and R3.

The third test we perform is callezklect The aim of this test is to check that
when a router has received multiple routes with the samemete, it selects the
one with the shortest AS-Path. The configuration of thisigeshown in Fig. 2.13.
Three routersk1, R2 and R3 in three separate domains are connected in a full-
mesh of eBGP sessions (a triangle). A single routdr, sends its own network
prefix P1 to the other routers. We check th&® receives the route fronfk1 and
propagates it td?3 with an AS-Path equal t3: 1. Similarly, R3 propagates t&:2

5A more complete validation test suite is available from CFB&Gveb site [Quo03b].
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AS1 AS2 AS3
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Figure 2.12: Validation: propagation.

a route towards”1 with an AS-Path equal t8: 1. We check that whe2 has
two routes at disposal it selects the one with the shortesPata. We check the
same forR3. The simulation generates 10 events. The 6 first messag€Pdzhl
messages used to initiate the eBGP sessions. The next 2 everthe UPDATE
messages containing the network prefix advertised by rdtiteiThe last 2 events
are UPDATE messages propagated by 2and R3. Since the routes contained
in the latter messages have longer AS-Paths, they are moteelas best and not
redistributed. The simulation does not generate additievents in this case and

terminates.
= / \ / \ 5
Prefix| AS-Path J R1 \ ©BGP ) R2 \ Prefix| AS-Path
P2 2 | 1| P1 1
P3 3 )\ PL P2/ | p3 3
\‘ Prefix| AS-Path
1| P1 1
P3 /| p2 2
/

Figure 2.13: Validation: select.

The fourth validation tests the behavior of a router whenuderds withdrawn.
The test is calledvithdrawals. In this test, two routers in two separate domains
are connected by an eBGP session. One router X advertisasntprefix to the
other router, Y. Y receives the route and installs it in iteMarding table. Then,
router X withdraws the previously advertised prefix. Y rgesithe withdraw and
removes the route from its forwarding table. The simulatigmerates 4 events.
The 2 first events are OPEN messages used to initiate the e@3P@$. The next
event is the UPDATE message containing the network prefierided by router
X. The last event is the WITHDRAW message for the prefix presip advertised
by router X.
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The fifth test calledbgp involves three domains. This situation is depicted in
Fig. 2.14. One domain (AS2) is composed of two routers R2 aBa@dhnected
through an iBGP session. The other domains, AS1 and AS3aiconhly one
router, R1 and R4 respectively. The three domains are ctethét a line using
eBGP sessions. The router in AS1 advertises its own prefix,Vi#d check that
prefix is propagated across all the sessions. The simulgéparates 9 events. The
6 first events are OPEN messages used to initiate the eBGB@&fisessions. The
next 3 events are the UPDATE messages propagated acrosstieB{EP session
between AS1 and AS2, then across the iBGP session inside Adihally across
the eBGP session between AS2 and AS3.

prefix| As-Path (Prefix| As-Path| Prefix | As-Path) (Prefix| As-Path)
. (P2 1 ;1 1] P2 21

Figure 2.14: Validation: ibgp.

The sixth test, calledeflection, involves four domains (see Fig. 2.15). One of
them, AS1, contains 6 routers connected with an hierarci®@P sessions. R13,
R14 and R15 are three route-reflectors connected by a fldhrraEiBGP sessions.
R13 has two clients, R11 and R12. R15 has a single client, RdGrd4 has no
client at all. The three other domains contain a single roarel are connected to
a different non-route-reflector router in AS1. R2 in AS2 oraes a single prefix
P1. We check that all the routers in the topology receive ongertowards this
prefix. The simulation generates 26 events. 18 events ardodiee exchange
of OPEN messages to establish the 9 BGP sessions. The othren®® eoncern
the propagation of the UPDATE message originated by R2. imeissage is first
propagated to R11, then to R13 which reflects it to R12, R14Rdt R14 cannot
reflect the UPDATE to R15. R12 propagates the UPDATE to R3. iefl&cts the
UPDATE to R16 which subsequently redistribute it to R4.

We summarize in Table 2.6 the validation tests inspired floenSSFNet im-
plementation. We compare the number of events requiredeb@ 8#Net simulator
to perform these validations to the number of events requiseC-BGP. An event
in the SSFNet simulator can represent the reception of aagess the expiration
of atimer. In C-BGP, an event only corresponds to the regef a message. The
number of events required to complete a simulation is a meaguhe complexity
of the simulation. The more events are required, the morsithelation will last.
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Figure 2.15: Validation: reflection.

SSFNet| C-BGP
route-distrib 44 4
propagation 6729 10
select 7120 10
withdrawals 73 4
ibgp 927 9
reflection 6370 26

Table 2.6: Comparison of the number of events required fopkd simulation
scenarios.

2.5.7 Convergence properties

In this section we discuss the convergence properties ofcB-ih presence of
naughty BGP configurations. It has been shown that the BGBqwlowill not lead
to a stable solution in certain configurations [GW99]. Wetbeay the protocol does
not converge in these cases. The BGP protocol may also leaahtdeterministic
solutions in certain cases. Griffin and Wilfong have exmdirin [GW99] some
simple situations where BGP is not able to find a solution dmet always lead to
the same solution. In [GHO5], a more complex situation imva the communities
attribute has been shown to lead to unstable solution. &FB&P does not exactly
reproduce the dynamics of BGP, it is important to ask whak gl its behavior
when it is used to solve such configurations.

The message propagation model of C-BGP relies on a singlealglmear
gueue. This queue guarantees that the ordering of messagestion each BGP
session. In addition, messages that are issued at a giveratendelivered before
messages issued at a later time. To the opposite of disevetd-simulators, the
propagation of messages in C-BGP is deterministic. Any @@t of a simula-
tion script will lead to the same outcome while in discreterd simulators, the
outcome of the simulation may depend on the seed of the psandom number
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generatdt. This has a consequence on the convergence of the simsigi@m
formed with C-BGP.

In this section, we discuss how C-BGP will behave when usesbtee the
simple configurations described in [GW99]. In the case whdB&P configuration
has multiple stable solutions (see the DISAGREE case ftamcg), the simulation
will not converge. In the case of a BGP configuration withowtable solution
(such as the BAD-GADGET), the behavior of C-BGP will be thensaas with
discrete-event simulators.

DISAGREE

The most simple configuration described by [GW99] is calld8AGREE. This

configuration is shown in Fig. 2.16. There are three routersAR and R3, each
one in a distinct AS. A prefix is originated by R1. R2 prefers thutes received
from R3 over the routes received from R1 (indicated by the 6#”the arrow).

Similarly, R3 prefers the routes from R2 over those receifrech R1. In this

situation, there are two possible stable solutions. Thedokition is R2 selects
the route through R3 and R3 uses its direct route to R1. Thenslesolution is R2
uses its direct route towards R1 and R3 uses the route thiRRgh

R2 R3

R1

Figure 2.16: DISAGREE: a configuration that admits multipdéutions.

In real routers, BGP will often find a solution to this configtion. It will thus
eventually chose one of the two solutions, but we do not kndniclvone. With
discrete-event simulators, the simulation might convéogene of the solutions, in
a non-deterministic manner. To the contrary, if we run C-B@fh such a config-
uration, it will never find a solution. It will keep sending BGnessages between
R2 and R3 forever. The reason for this is due to the model optbpagation of
BGP messages in C-BGP. Let’s take a deeper look at what vgpérmin C-BGP.

In Fig. 2.17, we show the DISAGREE configuration and 8 stepgh@{C-BGP
convergence. Each step corresponds to the processing ofabsage that was at
the top of the queue in the previous step. We show with an atieygair of routers
that exchange a message, as well as the content of the global queue after
the message has been processed. The messages shown wirkest dolor are
the messages enqueued during this step. For instance, stppe$ents the initial

5This is especially true in discrete-event simulators rejyon calendar queues where random
jitter is introduced in order to better balance the numbeaveints in each of the calendar’s pages.
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R2 R3 R2 R3 R2 R3
Lmdx /pdate
originated
prefix R1 R1 R1
1>3[1>2 2>3|1>3 3>2|2>3
[111* [2111* [31121*

update update withdraw

R2 R3 R2 R3 R2 R3

R1 R1 R1

3>2(3>2 2>3[3>2 2>3]2>3
i B &

@

withdraw update

R2

same situation
asin (3)
1

R1 R1

3>2(2>3 3>2(3>2
[31121* [-131*

Figure 2.17: DISAGREE: divergence with C-BGP.

origination of a prefix by R1. This results in the addition wbtmessages in the
FIFO queue, destined for R2 and R3. During step 2, the firssaggs destined to
R2, is extracted from the queue and delivered to R2. Upondbeption of this

message, R2 pushes a new message onto the queue, destirgd \é¢eRIo not

describe the other steps, but we note that the state of therets well as the
content of the FIFO queue are equal at the end of step 3 and st€pis means

that the simulation will never converge.

The divergence of the above system when it is run with C-BGiRuesto the
fact that the message passing model in C-BGP does not coiis&eropagation
delay along the links. The time to cross any link is equal. ¢éerboth R2 and
R3 receive the initial UPDATE messages of R1 at consecutipss The same
situation occurs for the UPDATE messages they propagatadb ether. These
UPDATE messages cause both R2 and R3 to select the routdiselddny the
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other and subsequently withdraw the routes they have prelyi@dvertised. These
WITHDRAW messages are also received at consecutive stapallyi-both routers
switch to their respective direct route and the cycle starés.

To clarify the above experiment, let's take a modified varsid the original
DISAGREE system that we call DISAGREE2 (shown in Fig. 2.18he BGP
configuration of the DISAGREE and DISAGREE?2 systems are legdawever,
we have introduced two additional routers N1 and N2 betweklarfl R2. These
routers do not run BGP. Their purpose is only to introduce laydm the propa-
gation of the messages exchanged between R1 and R2. Withystem, C-BGP
will find one of the solutions of the systém

R2 R3
N2

N1

R1

Figure 2.18: DISAGREEZ2: a configuration that admits mudtipblutions.

The reason for the convergence in this case is that R2 rechigeoute towards
the prefix from R3 before the routes from R1. When it later irexethe route from
R1, no new messages are generated since this new route isefatred and the
best route of R2 does not change. The whole convergence S AGREE?2 is
shown in Fig. 2.19.

We can conclude that in the case of a BGP system that admitstimenm one so-
lution, C-BGP might converge to one of the solutiongexample of DISAGREE?2)
or it might diverge as well (example of DISAGREE). It will depend on the path
explored by C-BGP in the evaluation graph of the system [G\WB8r the DIS-
AGREE system, C-BGP follows a valid activation sequence ldeds to diver-
gence. However, for a given system, C-BGP will always predine same out-
come: divergence or one particular solution. The outcomenet change from
one run to another.

The DISAGREE situation can occur in the real world. Howewss,can con-
sider that it will always converge because it is very unijkidiat the BGP mes-
sages are propagated and processed with exactly the saomensecps shown in
the example of Fig. 2.17. Though it is very likely to convertgds configuration
is undesirable. The reason is that its outcome is unprddéta=or network op-
erators that want to predict how their traffic will be forwad] this situation has
to be avoided. Determining if a BGP configuration admits ajueisolution has

"Note that in reality, a single additional router would stgfto make C-BGP converge for this sys-
tem because OPEN messages are first exchanged. The explandli OPEN messages is similar
but more complex since more messages and more steps anedequi
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Figure 2.19: DISAGREEZ2: convergence with C-BGP.

been shown to be NP-hard [GW99]. In [NCMO02], Nykvist et al égroposed a
tool that allows to stochastically explore some of the gaessolutions of a BGP
configuration admitting more than a unigue solution.

BAD-GADGET

The second configuration described by [GW99] is named BALRGAT. It is
depicted in Fig. 2.20. In this configuration, there are faurters: RO, R1, R2
and R3. RO advertises one prefix. Each router that is notttjirecnnected to the
originated prefix prefers the route learned from its counkeckwise neighbor. In
this situation, the BGP protocol is unable to find a solution.

Figure 2.20: BAD-GADGET: a configuration without a solution

We show in Fig. 2.21, the first steps of the simulation of theE BBADGET
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Figure 2.21: BAD-GADGET: divergence in C-BGP.
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system with C-BGP. We use the same convention than for théGREE and
DISAGREE2 systems. However, in this example, we also shaactintent of
the Loc-RIB and Adj-RIB-ins in the gray box near each rout&he top route
represents the current best route. We observe that eadr mwilit progressively
select a route with an increasing AS-Path length, until it cat advertise its best
route to its neighbors (since it would cause a routing lodpjthdraws are then
exchanged and each router falls back to the direct routeugiwdr0. Then, the
cycle starts over...

In the case of a BGP system that admits no solution (such as8ADGET),
C-BGP will always diverge because the corresponding evaluation graph does not
contain a path leading to a stable state [GW99]. The behafi@-BGP will not
depend on the number of steps required to exchange a messageRGP session.
It will also be consistent across multiple runs.

Note that the BAD-GADGET configuration is a situation thatsiioe avoided
in real configurations since it will not reach a stable solutand cause an end-
less exchange of messages. The problem of detecting sucbrfigurations in
a network configuration is difficult. It has been shown thaedeining if a BGP
system is solvable is NP-hard [GW99]. Other BGP configuratimvolving the
MED attribute can also lead to oscillations as shown in [G¥/@RW02a].

2.5.8 Performance

In this section, we evaluate the performance of C-BGP. Weardifferent topolo-
gies and we measure the execution time as well as the maximemony con-
sumption of C-BGP. For this purpose, we rely on the memtinigyuiBen02]. To
measure the memory consumption of a process, memtime usetirsgand keeps
the maximum amount of memory among the samples. The samyaliags fixed
to 100ms.

Ouir first performance evaluation relies synthetic AS-level topologiegien-
erated by BRITE [MAMBO01]. We use the Waxman [Wax88] and BaatAlbert
[BA99] probability models. For the Waxman model, we rely twe default pa-
rametersoe = 0.15 andg = 0.2. The Barabasi-Albert model has no parameter.
BRITE has an additional parameter which defines the number of links added
per new node. We use = 2 andm = 4. For each model and value of, we
generate topologies with the following numbers of nodes: 520 100, 200, 500,
1000, 2000, 5000, 10000 and 20000. For each generated gypole perform 10
simulations using C-BGP, where we inject a prefix at one singliter. The prefix
is originated at a different router each time. These sinariatwere performed on
an Intel P4©CPU running at 2.66 MHz, with 512 MB of RAM.

We show the results in Fig. 2.22 for the execution time anddn Z23 for the
memory consumption. A first observation is that for a givgmotogy generation
model and for then parameter fixed, the execution time grows linearly in fuocti
of the number of nodes. Note that in the topologies generbyeBRITE, the
number of edges is equal to times the number of nodes. So the simulation time
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Figure 2.22: Execution time for Waxman and Barabasi-Albgublogies.
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Figure 2.23: Memory consumption for Waxman and Barababge#ltopologies.

is also proportional to the number of edges. Secondly, tietstre of the topology
influences the execution time. For the same number of nattpsgethe simulation
time differs from one model to another. We looked at the nundfedecision
process executions in each router for both models (see ). 2Ve observe that
for the same number of nodes and edges in the topology, treb8sirAlbert has
a significantly higher number of routers that require a largember of decision
process executions during the simulation. One possibléaeapon is that the
routers with an higher node degree require more decisioregsoexecutions. Inthe
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Barabasi-Albert topology, for the same average node detiree are more nodes
with an higher degree. Finally, we observe that the origimapoint for a prefix
has an impact on the simulation time. We show for each topolbg minimum
and maximum execution time. For the Waxman model, there @lsrmariability.
For the Barabasi-Albert model, the execution time variesem&or example, for
the 20000 nodes topology with, = 4, the execution time is comprised between
23.53s and 30.07s.
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Figure 2.24: Number of BGP decision process executionsquser.

On Fig. 2.23, we observe that the memory consumption is ptiopal to the
number of nodes/edges. There is no difference between plototgies generated
with the Waxman model or the Barabasi-Albert model for a givalue ofm (the
curves are mixed up on the figure). The memory consumptionaislynpropor-
tional to the number of BGP routes stored in the RIBs. In tlesrilations, no
policies were used, hence a route is sent on most BGP sessions

Our second performance evaluation relies oM\&Alevel topologyinferred by
Subramanian et al from multiple BGP routing tables collédtem multiple van-
tage points [SARKO02]. The topology we use is dated from th® abFebruary
2004. It contains 16921 nodes and 37271 edges. The advaoitéigs topology
is that it contains the business relationships betweenwoyAlS. We enforce the
policies underlying these business relationships in C-BI&Rg route filters (see
Section 2.5.4). We perform 100 simulations where a singédixpiis originated
from a different AS each time. In order to compare the pertoroe of the simula-
tor with and without policies, we also perform the same satiahs without setting
up the route filters.

We show the results of these simulations in Fig. 2.25. Wengjstsh the simu-
lations with policies and without policies (NP). We alsotitiguish the setup time
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Figure 2.25: Execution time and memory consumption for Suiamian et al topol-
ogy.

from the complete execution time. Note that the executioe fincludes the setup
time. We can first observe that the setup time is slightlygased when route fil-
ters are added. There is one filter for each side of a BGP se$®074542 filters

to setup. Second, the execution time is smaller when pslaie enforced. This is
due to the fact that route filters prevent some routes to bheagated. Fewer BGP
messages are thus propagated. The average execution s f®r simulations

performed with policies and 73.9s for those without pokcién addition to this,

there is an high variability of the simulation time among tagious simulations.

This means that the origin of the prefix in the topology hasmapartant impact

on the simulation time, as we already noticed for the syithepologies. For

the simulations without policies, the total execution timmages from 41.14s. to
262.02s while the mean execution time is 73.9s.

Concerning the memory usage, we observe that the simwatuith policies
already consume more memory after the setup phase (89.3 MBarage) than
the simulations without policies (70.1 MB on average). Tikiglue to the 74542
route filters that are created. We can therefore estimateatiwaite filter consumes
on the order of 257 bytes on average. To the contrary, the meceosumption af-
ter the complete execution does not differ much betweenithelations with and
without policies (140,312 KB and 140,306 KB respectively, average). Again,
the simulations with policies propagate less routes thanulsitions without poli-
cies since some routes are filtered. This accounts for aelifte of memory usage
on the order of 19 MB.

Finally, we evaluated the performance of C-BGP on cliquasmumsed of/V
routers. Cliques are the worst topologies for our perforreameasurements since
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their connectivity is the highest. Above the clique, we perf simulations with

a full-mesh of iBGP sessionsand with afull-mesh of eBGP sessions without
policies A full-mesh of iBGP session is the typical iBGP deploymensinall to

moderate size networks. A full-mesh of eBGP session is feggsiént, but it can be
found in the dense core of the Internet topology, betweerighd ASs. For each
simulation scenario, we vary the number of routersand the number of prefixes
advertised per routep. Each router originates different prefixes. We performed
our measurements on an Intel ®1CPU running at 2.66 GHz, with 2 GB of RAM.

Clique of iBGP sessions

Simulation time (s)

w N

-

L/ UL L e e |

o ¢ N« 3
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Figure 2.26: Simulation time for full-meshes of iBGP sessio

We show the results of the iBGP full-mesh simulations in Big6 and Fig. 2.27.
We observe that both the simulation time and the memory ecopsan grow lin-
early with the number of prefixes originateg) .(This was expected since this only
increases the number of prefixes propagated and the numeetrigs in the RIBs.
On the other side, these metrics increase quickly as a mcii the number of
routers. This was also expected since a router cannot patgémgan iBGP neigh-
bor a route that it has received from another iBGP neighbachEouter will only
advertise its own prefixes to the— 1 other routers. The total number of adver-
tisements fom routers each advertising prefixes is therefore.n.(n — 1). The
execution time and the memory consumption should evolv@(@$).

We show the results of the eBGP clique simulation in Fig. 288 Fig. 2.29.
As for the iBGP full-mesh, the simulation time and the memaoypsumption are
linear functions of the number of originated prefixedo the opposite of the iBGP
full-mesh, the routers can propagate over an eBGP ses®anlikes they have re-
ceived through another eBGP session. At the end of the ageree, each prefix
originated by a router will be propagated«o— 1 neighbors that will select this
route as best since it has the shortest AS-Path length. Tieggiebors will subse-
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Figure 2.27: Memory consumption during the simulation dffaeshes of iBGP
sessions.
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Figure 2.28: Simulation time for full-meshes of eBGP sasio

quently propagate this route to their own- 2 other neighbors. These neighbors
will not select this route as best and the propagation stdjp& total number of
advertisements is therefopen. (n — 1) + (n — 1).(n — 2)) = p.n.(n —1)2. The
memory consumption and the execution time should therefeodve as a cubic
function ofn.

Note that theoretically, path exploration can occur andth-pactor protocol
such as BGP can explore as much@s(n — 1)!) alternative paths in a clique
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Figure 2.29: Memory consumption during the simulation dffflaeshes of eBGP
sessions.

composed of, routers before converging [LABJOO, PAMZ04]. This occursamh
routers receive several routes to a destination befor@viegeheir final best one.
In the case of our simulations, there is no path exploratwrivio reasons. First,
no policies are applied. Second, due to the message passidgl wf C-BGP,
the routes are forwarded along each link as if the links hagesame propagation
delay. This means that the first route received by each risitee best one.

2.5.9 Scalability

One of the most important resources consumed by BGP simongais the mem-
ory. Indeed, a single BGP routing table may contain up to hest&lof thousands of
routes [Hus05]. Each BGP route is stored in memory with afl@tiibutes: des-
tination prefix, Local-Pref, MED, next-hop, AS-Path, Commities, Originator-I1D
and Cluster-ID-List. Some of these attributes like the AghRr the Communities
can require a lot of space to be stored depending on how masyhag been
crossed by the route and how many times it has been taggedav@bmmunity
value.

Storing these routes in a router requires a large amount ofang on the or-
der of tenths of megabytes. The memory consumption of aesimglter depends
on different factors. First, the number of peerings deteemihow many different
routes towards a given prefix could be received by the ro8econd, the num-
ber of prefixes originated in the simulation determines haanyndifferent entries
will appear in a routing table. The number of destinationfipes appearing in
a full BGP table was above 176.000 [Hus06] at the time of thiging. If m is
the number of peers of one router amds the number of prefixes originated in
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the simulation, then the upper bound on the number of entriés routing table
(including Loc-RIB and Adj-RIB-in/out) will be on the ord@f O(p.(m — 1).2).
This can become quite important when the size of the topoioggeases. Espe-
cially inside large domains, when a full-mesh of iBGP sassiis used, a router
will peer with all the other BGP routers in the domain. In a dmcontainingn
BGP routers, the number of internal BGP sessions of onerratlieherefore be
n — 1, each session potentially carrying a full BGP table, legdina worst case
of 2.(n — 1).p routes to be stored in a single router. Fortunately, all iB88sions
will usually not carry a full BGP table.

In this section, we characterize BGP routes collected invedd BGP routers.
We observe that they contain a lot of redundancy. Based srotigervation, we
discuss the possible reductions of the memory footprint -&&P. The scalabil-
ity improvements presented hereafter still make possiblmine the routing data
efficiently. The storage of routing information in the solve based on a trade-
off between an optimal data structure to handle BGP routdsaanoptimal data
structure that allows fast lookups.

AS-Path and Communities redundancy

We analyzed real BGP routing tables from Abilene, GEANT, ®v¥iews and
RIPE and observed that many routes share the same AS-PaitA.30 and Fig. 2.31
show the frequency of AS-Paths in routing tables colleate@EANT routers and
collected by the RIPE NCC projéct The figures show that nearly half the AS-
Paths found in a routing table are present in at least 2 diiteroutes. Moreover,
AS-Paths that appear in more than 5 different routes areidrq The figures also
show that for a single peer, there are about 25.000 diffek&Paths in the RIPE
routing tables. This number is closer to 20.000 routes iINGRANT routing ta-
bles. The maximum frequency shown below each plot indichtsg many time
the most frequent AS-Path was used. Itis around 1400 forG&ANT and RIPE
RIBs.

The above observation suggests that it is possible to éxpleiredundancy
in routing tables to reduce the memory footprint of C-BGPe@mple technique
would be to keep a single instance of each different AS-Rathémory. All the
routes sharing the same AS-Path would then have a referente instance of
the AS-Path. This can easily be done by storing the AS-Patlas ihash table.
In addition, each route has a pointer to the AS-Path stordigeitash table. This
is not a new technique: BGP implementations such as GNU ZaimlaQuagga
[Ish96, Qua03] or commercial routers [ZB03] already enctigr routing tables
this way. In contrast with a Zebra/Quagga BGP daemon, in &B& can share
the global AS-Path repository among multiple routers Hertaking on the redun-
dancy. For example, in a single domain configured as a fulinoéiBGP sessions,
there will be an high AS-Paths redundancy since this atgilminot changed when

8We show an analysis of additional routing tables in Appenfdix
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propagated over iBGP sessions. A single route received &nomBGP peer and
selected as best by the domain’s border router will be ndoliseéd with the same
AS-Path to the: — 1 iIBGP neighbors. Encoding of BGP routing tables is imple-
mented using this technique in the latest versions of C-BGP.

We performed the same analysis of routing tables and look#wdrequency
of occurrence of the Communities value. We took the Comramis they ap-
peared in the routing tables, without taking into accouatféitt that Communities
with the same values in different orderings should be cemsitlas equal. We show



64

Chapter 2. A Routing Solver for Large Scale Topologies

our results in Fig. 2.32 and Fig. 2.33. The situation is evettel here than with
AS-Paths since the redundancy is higher. We found that niae tivo thirds of
the Communities are used in at least two routes. The maximeguéncy is also
far higher than for AS-Paths. For Communities, it rangemfid 4,905 in GEANT
RIBs to 153,387 in RIPE RIBs.
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Figure 2.33: Frequency of Communities in RIPE routing table

The same technique as for AS-Paths can therefore be usediiterthe mem-
ory consumption due to the Communities attribute. The sabservation as for
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AS-Paths can also be done for routes redistributed over iB&Bions since the
Communities attribute will seldom be changed inside thePB& least changing
the BGP attributes of routes propagated over iBGP sesssamst ia recommended
practice.

Further memory reduction

In addition to the redundancy of attributes in a single RIB@ioss multiple RIBs,
there is also an high redundancy of routes across multids Rh the real world,
each BGP router keeps its best routes in its own RIB. In amditd this, each
router also keeps the routes it has sent to its neighbors iadj-RIB-outs. The
neighbors keep the same routes in their Adj-RIB-ins. In sustuation, the routes
are duplicated in C-BGP. In a full-mesh of iBGP sessionsdilygication is even
worse since the same route will be copied 1 times in the Adj-RIB-outs and — 1
times in the Ad-RIB-in of the iBGP peers. In genuine BGP routglementations
this problem is solved with two different approaches.

In CISCO IOS for instance, the notion of peer groups [Sys0tts| been in-
troduced. The aim of a peer group is to reduce the amount ¢éraysesources
used in the generation of an UPDATE message. It also allovehaoe a single
Adj-RIB-out among all the neighbors belonging to the samer geoup. In Zebra
and Quagga, peer-groups are also supported but they nede specified in or-
der to benefit from a reduced memory footprint. In a similaywaAS-Paths and
Communities, Zebra and Quagga route attributes are alsedsio an hash table
allowing equal attributes to be shared among multiple aute

In the routing solver, we can go further since route attébutan be shared
among multiple routers allowing multiple routers to shagea route attributes.
This is especially efficient in the case of the iBGP full-meshvhere attributes
are seldom changed over iBGP sessions. This technique y&hwhplemented in
C-BGP.

Another scalability improvement that might prove usefus lieeen proposed
in [HKO3] by Hao and Kopol. It consists in storing the AS-Paththe routes
computed during a simulation in a global RIB. This global Ri8uld be composed
of multiple trees rooted at the origination router of eacfigr Hao and Kopol did
not evaluate this technique.

2.6 Conclusion

In this chapter, we have first setup the requirements for aenoitBGP suitable
to evaluate the routing decisions taken by BGP in large tapes. We surveyed
the tools currently available to simulate such BGP routiagisions. We explained
that BGP daemons such as Zebra or Quagga, though they areodteacturate
and versatile open-source implementations of BGP, reqogenuch time for the
computation of routes. On the side of packet-level simustthe most mature
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implementation of BGP comes with the SSFNet simulator bdbés not support
the complete BGP decision process. In addition, packet-&wmulators currently
require too much computer resources to be used on largeogipsl We concluded
that at the time of this writing, no suitable tool was avditab

We have therefore introduced our own model, that we caGP routing
solver Its purpose is the computation of the outcome of the BGPs@mtprocess
in multiple routers. The underlying hypothesis of this B&Rting solver are as
follows. Firstly, we do not model the time in our solver sirvge are not interested
in the transient states of routing convergence but onlysiroittcome. Secondly,
we do not model the various timers that are used in BGP rauférsdly, we do
not model the TCP protocol used to support the BGP sessinatead of this, we
rely on a single global linear queue to guarantee the messdgeng. Finally, we
use a steady-state model of an IGP protocol to compute tihs gzt underly the
BGP sessions. On top of this model, we reproduce accuratelyttie BGP UP-
DATE and WITHDRAW messages are exchanged between routezsals use a
complete implementation of the BGP decision process t@sete best route per
destination. Finally, our routing solver supports vetsatput and output filters
that can be configured on a per-session basis. This makeblpdas® definition
of complex routing policies such as in real world networks Ngve developed C-
BGP, an implementation of our BGP routing solver that we npad#icly available
[Quo03b].

We have validated C-BGP by performing basic behavior testh 8s the ex-
change, the propagation and the selection of routes. Weedtsd more advanced
behaviors such as the convergence in an environment coohpbseveral route-
reflectors forming a complex hierarchical iBGP configunmatitn addition to this,
we have studied the behavior of C-BGP in presence of naug@il Bonfigura-
tions. We have shown that due to its deterministic explonatf the evaluation
graph, C-BGP behaves consistently from one run to anothé@hwhight not be
the case in packet-level simulators. The determinism of&R?Bs an advantage
for evaluating routing what-if scenarios and traffic engimeg techniques since it
allows to perform reproducible experiments.

Finally, we evaluated the performance of C-BGP on sevemrhgyic topolo-
gies. We measured both the execution time of the simulagoisthe maximum
memory consumed during their execution. We observed tleatrtiain limitation
of C-BGP is its memory consumption. We are still improvind3GP in order to
enhance its scalability. We discussed how the memory coptomof C-BGP can
be reduced by taking on the redundancy in a single BGP RIB arass multiple
RIBs. Some of the techniques discussed are already imptechenC-BGP at the
time of this writing.

We conclude that simulating BGP on large scale topologidgdsible with
C-BGP at a reasonable cost on a single PC or a small clustée apply C-BGP

®Distributing a C-BGP simulation on multiple CPUs is possiblising a simple data-
decomposition pattern [MSMO5]. If no prefix aggregation @, it is possible to allocate to each
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to the modeling of a single domain in Chapter 3 and to largéegopologies in
Chapters 4 and 5.

CPU a subset of the destination prefixes. Then, each CPU d¢emphe BGP routes towards its
prefixes only.






Chapter 3

Modeling the routing of an ISP

3.1 Introduction

The main service provided by Internet Service ProviderB¢)3s best-effort. To-
day, customers are asking for a better than best-efforiceeag well as guaranteed
performance and reliability. New widely deployed servisash as VPN or VoIP
require increased performance guarantees from the netiorkhis reason, ISPs
are very sensitive to the resilience and performance of tregivork. They try to
provide quality assurance to their customers through Serlievel Agreements
(SLASs) [FEO4]. Therefore, ISPs seek to build networks thdk accommodate
varying traffic loads and be robust to link and router faifurdo satisfy the tight
constraints of the SLAs, ISPs engineer their network to englue best perfor-
mances, like minimizing the delay across the network orgméag congestion to
occur on access links.

Today, the complexity of ISPs’ networks make it difficult tvestigate the im-
plications of internal or external changes on the distidoubf the traffic across
their network. Several studies have recently examinedniieeaction between the
IGP and BGP protocols. Based on the AT&T network, Teixeiraldtave shown
[TSGRO4] that IGP changes in IP networks could cause shifthe traffic and
externally-visible BGP updates. Such BGP updates can lag than 60s after
the corresponding IGP event, causing extra-delay in thedating-plane conver-
gence. In [ACBDO04], Agarwal et al studied the impact of BGRlates on the
intradomain traffic matrix of Sprint. They concluded thahaligh a lot of BGP
updates were received, the traffic matrix remained stables Was predicted by
Uhlig et al [UMB™04] who showed that the routes towards the majority of Inter-
net destinations are stable. In [ANBO5], Agarwal et al exsedi how hot-potato
influences the choice of IGP metrics in the European part ahSand concluded
that hot-potato could lead to sub-optimality by as much & 20link utilization.
In [TARO5], Teixeira et al present a consolidated view of tesults of several
measurement studies performed in AT&T and Sprint. They lcoiecthat building
a model of a large tier-1 network is difficult and advocate diegelopment of a

69



70 Chapter 3. Modeling the routing of an ISP

model of the interplay between the network topology, theinguprotocols, the
traffic and the network events.

No modeling tool currently fully captures both the diveysitf the routes an-
nounced by the neighboring domains nor the details of thénguonfiguration
inside an AS. In [FGIF00], Feldmann et al described Netscope, a tool to study and
visualize the flow of traffic in a backbone network. Netscopeuses on intrado-
main only*. In [FWRO04], Feamster et al described a BGP emulator thatvall
to compute the BGP routing decisions in a single AS. Unfately, this tool is
proprietary and not publicly available. Recently, Teigedt al proposed a model of
the sensitivity of hot-potato changes on the BGP route Beleprocess [TGVS04].
The analytical formulation proposed in [TGVS04] howevesrceluces neither the
full BGP decision process nor the complexity of the workii@@&P inside an AS
[HPOO]. This analytical model is not available as a tool &t be used by network
operators.

On the side of commercial products, it is unclear whethelstaeally take into
account the BGP information and how they do it. The CaridenrEAamework
[TecO5a] is a capacity planning and traffic engineering pobdlt recently started
to support interdomain routing, but this is not documenteid Yhe BGP support in
WANDL IP/MPLSView [Lab05] is currently limited to simple BB configuration
checks. Product informations from OPNet about their SP@woL{Tec05b] claim
that BGP is taken into account in some way. We were unablettmgee precisions
from OPNet.

As we will show in this chapter, understanding the routindasfe ASs not
only requires to model the routing inside the AS, but moreartgmtly taking into
account the routing information received from neighbor A®%& describe in Sec-
tion 3.2 how to model the routing of an ISP network. We expleliich information
is required in order to build such a model and why it is so caxpiVe apply our
methodology on a transit network and provide two applicetiof our model to
study the behavior of this AS in Section 3.5. The first scenstiidies the impact
of changes in the Internet connectivity of the transit nekwd he second investi-
gates the impact of single internal link and router failufesally, we conclude in
Section 3.6.

3.2 Modeling an Autonomous System

In this section, we describe how to build a model of an ISP ogtwhat is suitable
for the routing solver described in Chapter 2. We show thadlimg such a model
is a task that includes several aspects, starting from stateting the AS’s archi-
tecture, gathering network data, building a represemtaifdhe AS’s network and
ending up with a model suitable for the routing solver.

INetscope has a support for external destinations reachiafolegh multiple egress points. It
does not support BGP though.
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In order to model the routing of an ISP, we need to build a mtdglresembles
the example of Fig. 3.1. First, we need to model the netwopoltmy. In the
example, the topology is composed of routers R1 to R6 anditks between
them. Since we are interested in interdomain routing, we aéed to include in
the topology the interdomain links that connect the bordettars of the ISP to
the border routers of other ISPs. In our example, the modehaws 7 interdomain
links that connect the ISP to 5 neighbors. Then, we need &irotite configuration
of the intradomain routing protocol to be able to computeitti@domain routes
of each router. We also need to define the BGP sessions betheeputers. This
includes the iBGP sessions between the routers of the nbiefe These iBGP
sessions may be organized in an hierarchy using route4t@fed his also includes
the eBGP sessions between the border routers and the éxieens. In particular,
these eBGP sessions will allow us to feed the model with tterdomain routes
learned by the ISP. Finally, if we want to study the impactamfting changes on
the traffic, we need to include in the model “flows” of traffidering at one ingress
point and exiting at a computed egress point.
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Figure 3.1: Overview of the model of an ISP.

We discuss in the following sections how the informationuieed to build this
model can be obtained. We also explain what are the currelnieal challenges
in gathering these data.

3.2.1 Gathering routers’ configuration

The first part towards building an AS’s model consists inieging its configura-
tion. The configuration of the network is spread all over dtsters. The configu-
ration of a router includes the following elements which r@levant for a routing
model. First, it contains thmapping between the physical links and the layer-
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three links. Note that IP tunnels are also important in practice and tdasybe
seen as additional layer-three links. Each physical iaterflor group of physical
interfaces in the case of link bundles) will receive one orerl® addresses identi-
fying the link endpoint. Second, the router configurationtams the GP metric
associated with a layer-three link. If the IGP is hierarahithe configuration of
a router also contains the definition of the areas to whiclelibigs. Finally, the
router configuration contains the definition of B&P sessionshe router has with
its neighbors. For each BGP session, the configurationatesovhether it is inter-
nal or external. If the router is a route-reflector, the canfidgion will also indicate
for which session reflection is allowed. This configuratisnaily also includes the
BGP policiesthat are enforced on each session. The configuration of thers
also contains many other parameters that we do not discussinee they are not
required to build our model.

Handling the routers’ configuration in a large network ididifit. First, in a
large IP network, the volume of information found in the &gt configurations is
far too large for a human to be able to deal with it manuallycdde, the configura-
tions of the routers vary and there are frequently incoas@ses between different
routers in the same network [FR01, QN04, FB05]. For instameenot rare to find
half-defined BGP sessions, that is the session is definee icotfifiguration of one
router but not in the configuration of its peer. Finally, mamgtworks use hetero-
geneous equipment. The configurations are thus writtenffiereint configuration
languages. Sometimes, some options even depend on thernvefghe network
equipment’s operating system. There is therefore a needttonate the process
of analyzing the network configuration and to properly réficonsistencies.

Most of the time, discussion with the operator as well assabgecking the
files will be required in order to exploit the network configtion.

3.2.2 Representing the topology

The second step of the model construction consists in Ingjldimodel of the net-
work topology. As explained in Chapter 2, we do not include physical/facility-
level details since we do not need them in order to be able ¢arately model
how the route selection is performed in the AS. We need talaigraph of IP
routers and layer-three links. To build this topology, wa ogly on the configura-
tion of the routers as described above. Another possilidity dump the topology
database built by one rouferindeed, since with link-state routing protocols such
as OSPF or IS-IS, each router in the domain builds its owrbdatof the adjacen-
cies between routers, it is possible to rely on the databbhadjacencies built by
a single router. In practice, a workstation running an IGéndan such as Quagga
[Qua03] will be used for this purpose and will have an adjagemith a router in
the domain. This method requires to configure a new adjacenayouter of the
network. In the case of an hierarchical IGP, a capture of dipelogy database

2This can be done using tisdhow i si s dat abase ver bose for IS-IS in CISCO routers.
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in each area is needed. Some network operators prefer tomeljretapping the
IGP on an Ethernet link [Bon05] since it requires less coméijan efforts. This
method has the inconvenient of missing the history of paftd.&nd it may take
some time to have a correct view of the topology.

One difficulty that can be encountered in this part is mappirgnodes and
edges of the model with the real networking equipment. Vexi® addresses might
be used to identify various parts of the equipment. Routeghithave multiple
IP addresses corresponding to different physical intedfamnd different loopback
addresses. In certain configurations, the IP address udddrttify the router in
the IGP differs from the IP address that identifies the roumehe BGP protocol.
One solution to this consists in mapping all the addresses®frouter to a single
IP address [Tan06]. This must be done carefully since rguinotocols may take
decisions based on this address. This is the case for BGRstance, where the IP
addresses of the routers may be used to break the ties astiséelp of the decision
process.

3.2.3 Routing data

The third part of the modeling of an AS consists in feeding ithwouting data.
Concerning the intradomain routing, the routes may be céetpbased on the
adjacencies found in the graph of the model and on the IGHawdtthe existing
edges. For the interdomain routing, additional informatieeds to be inserted
in the model. The AS’s routers will perform their route sél@t based on the
external routes received through BGP by the border rout€hese routes have
to be captured and to be injected into the AS’s model. To be #&blperform
very accurate predictions with the modall,the eBGP routes learned by the AS
should be collected

Collecting all the BGP routes learned by an AS can be an dpaedtproblem.
Technically speaking, it is possible to capture all the BGles that are received
on the peering links of the AS. It is also possible to log in Bithee border routers
and ask them to dump all their eBGP routes. In practice homvele to current
limitations in the routers’ software and to the reluctanE®pmerators to perform
these operations on the production routers, collectingeB@P routes is not that
simple. The technique used to collect the BGP data depent®edhS’'s network,
but one common technique is to rely on a dedicated workstationing a software
implementation of BGP such as Quagga [Qua03] that has paB&P sessions
with the BGP routers of the AS (see Fig. 3.2). In a small or medsize network
with an iBGP full-mesh, all routers will have an iBGP sessivith the workstation
and all the best routes of the routers will be learned. Indargtworks, each router
cannot maintain an iBGP session with the route collectorany a subset of the
routes will be collected. Typically, large networks rely am iBGP hierarchy and
routes will be collected on important route reflectors.

It is important to notice that using a subset of the BGP routey lead to
inaccuracies in the model since possible egresses for sesteation prefixes
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Figure 3.2: Limited view on eBGP routes.

will be unknown. For example, let’'s have a look at Fig. 3.2. W& consider the
case of the routes learned towards. Two routes are received byl and R2 from
ASA. Two routes are also received B2 and R3 from AS B. Each border router
(R1, R2 and R3) propagates a single best route in the iBGPR2 has received
two eBGP routes and advertises a single one in the iBGP. Wirietis advertised
depends on the outcome of the decision procesB2n A second possible case
concernsP2. Routes towards this prefix are received frariA, ASB andASX.
But the preference df50 given to the route received frothS X is higher than the
preference given to routes received frat§ A and AS B (80). This means thak4
propagates this route in the iBGP and it is subsequentlycteeleas best byr1,
R2 andR3 as well. The consequence is thfat, R2 and k3 do not advertise their
eBGP routes towardg2 in the iBGP and the collection point is thus not aware of
them.

New approaches such as the BGP monitoring Protocol (BMRIJSjcare cur-
rently discussed at the IETF. BMP allows an easier accesg 8GP routes known
by a router (including the Adj-RIB-in). Juniper routers@lsave a hidden feature
that allows them to advertise in the iBGP the best route ixhaover eBGP sessions
if their current best route was learned from the iB&P

%The magic JunOS command to enable the advertisement of teenakbest route id9gp
adverti se-best-external -to-internal
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3.2.4 Traffic statistics

The fourth part required to model an AS concerns the traffic.af AS, the traffic
information raises serious problems [VEO4]. In an intradommodel of the AS,
only the router-router traffic matrix needs to be considerEdis level of detail is
sufficient since changes in the intradomain routing willjocthange the paths from
router to router, not the volume of data sent from one roatanbther. In this case,
one can rely on SNMP measurements on the external interéddbe AS and use
techniques such as tomo-gravity [ZRDGO3] to infer a routerter traffic matrix.
The accuracy of these techniques is questionable [GJTG#]th&r technique that
can be used in ASs where MPLS is deployed is to collect per4i&fistics.

When considering a model of an AS that provides transit serthe router-
router matrix is not sufficient. One must consider the prefix-prefix matrix
since (1) the egress router selected by an ingress routeath a destination prefix
may change and [TGVS04] (2) the ingress router where thigctfedm a prefix was
received may also change. The techniques described almwvetapplicable here
since they do not provide information on the sources andragiins of the traffic
flows.

One solution is to rely on Netflow statistics [SF02] collecten the border
routers. Collecting such statistics is still an operatiassue today [VEO4]. The
problems faced by network operators are the following.tFihe size of a prefix-
prefix matrix is significantly larger than a router-routertma The number of
source and destination prefixes is on the order of 180,008(QBJu Second, acti-
vating Netflow can put an important burden on the border rgutginally, setting
up such a measurement infrastructure requires a significeggtment in configu-
ration time and equipment. Consequently, Netflow will usuahly be activated
on the peering interfaces that carry a significant fractibthe traffic. In addi-
tion, Netflow sampling [CBO05] is also used in order to deceethe volume of the
collected statistics.

3.3 The GEANT Model

In this section, we describe how we have used our routingestédvmodel the rout-
ing of a transit network. We use the GEANT network as a casgystBEANT is
the pan-European research network and it is operated byeDHiarries research
traffic from the European National Research and Educatiomvdi&s (NRENS)
connecting universities and research institutions. GEAS3 PoPs in all the Eu-
ropean countries. All the routers of GEANT are border raut&ig. 3.3 shows an
overview of the GEANT backbone.

3.3.1 Topology

We obtained the layer-three topology of GEANT from a one-tByS trace cap-
tured on November 2% 2004. We cross-checked the obtained topology with a
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Figure 3.3: Overview map of GEANT (source: http://www.geaet).

map of the network provided by Dante. We model GEANT with aphraom-
posed of 23 routers, 38 core links and 53 edge links.

3.3.2 Routing data

In GEANT, the BGP routes were collected using a dedicatedkstation running
GNU Zebra, a software implementation of BGP. The workstatias an iBGP
session with 22 of the 23 border routers of the network. Utiiggtechnique, it is
possible to collect all the best BGP routes selected by thdeboouters of the AS.
We used a snhapshot collected on Novembd?, 2004 and obtained the 640,897
BGP routes propagated in the iBGP. Thus, we know all the loeges currently
selected by each router of GEANT. This is a subset of all th@RBoutes learned
by GEANT on its 53 peerings since we do not know the eBGP roctesently
not selected as best. Having only the eBGP routes curresitigted as best may
affect the results of the experiments in the case where anawik eBGP route
would have been selected instead of the current best one thatt collecting all
the eBGP routes received by GEANT would have required théucamf BGP
messages received on the 53 peering links.

The computational complexity of the routes computationireatly propor-
tional to the number of prefixes in the routing tables. A fuEB routing table
can contain more than 180.000 prefixes. However, when cemsglthe routes
announced by all the neighbors of one domain, it appearsatlwtof prefixes are
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learned from the same neighbors, with the same BGP qualdgalkPref, length
of the AS-Path, MED, next-hop) [HP0O]. The outcome of theiglen process in
the whole network will be the same for these prefixes. For eteyon Fig 3.4,
the network receives eBGP routes towards 2 different prefiké and P2. These
prefixes are learned from the same 3 neighbors and for eaghbwej the BGP
quality is the same for both prefixes. FBi, the AS-Path received from1 is
A: 100: 10 and for P2, the AS-Path i#\: 100: 20. The length of the AS-Path is
the same for both routes. It is the same for the routes ret&woven A2 and from
Z1. The egress point chosen by the routers in the modeled retsvtite same for
both prefixes (see dotted arrows in Fig. 3.4). Therefore, avelimit to prefix P1
the computation of the outcome of the BGP decision procesiseinmodel since
the outcome will be the same fé12.

ISP A P1 ISP B
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Figure 3.4: Clustering of BGP prefixes.

To assess the applicability of this clustering method on GEAwe looked
at the eBGP routes collected on November 24th, 2004. We gtbtgmgether the
prefixes announced with the same BGP quality by the samelm@ighuters. We
ended up with 406 clusters for 105,071 prefixes. This reptsseclustering ratio
of 0.27%. We show in Fig. 3.5 the distribution of the numbepdifixes in the
obtained clusters. 80% of the clusters contain less thame§ikes. The remaining
clusters can contain up to thousands of prefixes. We als@tbakthe stability of
the number of clusters along the time. During the period gifiom the 18 to the
30° of November, 2004, the number of prefixes ranged from 149t¢3%0,234.
For this period, the number of clusters was 405.8 on averdtipeavemall standard
deviation of 16.5, meaning that the number of clusters didchange a lot during
this period. We observed the same behavior for more rec¢asets.

This means that for GEANT, instead of injecting 105.071 pesfiin the sim-
ulator (representing 640.897 different routes), we coulty dnject 406 prefixes
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Figure 3.5: Cumulative frequency of clusters with the sanmalmer of prefixes.

(representing 986 routes) in the model without loosing afiyrmation on the out-
come of the decision process. Computing the BGP routes tlaxtbe 406 clusters
of GEANT using C-BGP required only 68s on an Intel P4 running.&6GHz and

the memory footprint was only 69MB.

3.3.3 Traffic statistics

To build an accurate model of the traffic, we obtained the NetBtatistics col-

lected on all the edge links of the GEANT network. In orderitoit the volume

of Netflow traces, a Netflow sampling rate of 1/1000 is useds §till generates
in the order of 150 GB of gzipped traces per month of trafficnéés we further
summarized the Netflow information by aggregating the rawfldle flows on a

(source prefix, destination prefix) basis, keeping only thie lvolume for each
(source prefix, destination prefix) pair for each Netflow fN&e call the result of
the summarization process the "aggregated netflow". We aisetjle BGP Rout-
ing Information Base (RIB) to aggregate the raw Netflow floasthe purpose is
only to limit the size of the traces.

3.4 Characterization of routing

In this section, we characterize the routing in GEANT. Weniifg in the following
subsection what are the factors that influence both the-iatrd interdomain rout-
ings. These factors will help us to understand the resuliiseofwhat-if” scenarios
studied in Section 3.5.
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3.4.1 Intradomain routing

In order to characterize the intradomain routing, we relyaaneasure of the cen-
trality of the routers and links in the graph. This measuicates how the in-
tradomain routing is sensitive to the failure of a routeriok. That is, the more a
node or link is central, the more its failure will cause igimanain path changes.
The measure usually used to perform this characterizagitirebetweenness-
centrality [BEO4]. Basically, the betweenness-centrality computesamount of
shortest-paths that go through a vertex or an edge. Theatigntsf a vertexv is

computed as:
ost(v)
W)= > =
O st
SHVFL

i.e. the sum for all pairs of sources and destinafiart) of the fraction of shortest-
paths froms to ¢ that pass through. o; denotes the number of shortest-paths from
stotandog(v) denotes the number of shortest-paths froto ¢ that go through

v. A similar definition is used to compute the centrality of eslg

c(u,v) = Z %:v)

sF#u,v

whereo s (u, v) denotes the number of shortest-paths froto ¢ that go through
edge(u, v). Note that the direction matters.

We show the betweenness-centrality of GEANT routers in F&yahd the
betweenness-centrality of GEANT links in Fig 3.7. Note floaiedges, we summed
the centrality for both directions. The first observatioatttan be done is that the
centrality distribution is skewed. This means that from ititeadomain routing
viewpoint, some nodes and some links are more critical thiaers. If these nodes
or links fail, their impact on the intradomain paths will bigtmer than others. For
instance, about half the nodes have a centrality which sedo zero. This means
that from the intradomain routing viewpoint, these nodessaidom transit nodes.
The other half supports a varying number of shortest-paiits2, DE1 and AT1
have the highest centrality. We expect that their failurkk nave a significant im-
pact on routing. For what concerns links, we also observieattiew links seem to
be more critical than others: DE2-DE1, DE2-AT1 and AT1-HWA #ne links with
the highest centrality. We can conclude ttia intradomain routing in GEANT
is mostly sensitive to the failure of a small number of nodesrad links.

3.4.2 Interdomain routing

In order to characterize the interdomain routing in GEANT, fivst analyzed the
diversity of interdomain routes. For this purpose, we cedrihe number of inter-
domain routes learned by GEANT over its eBGP sessions tanch destination
prefix. This gives information about the number of possilgeess points for each
destination prefix. We show the breakdown of the prefixesugetise number of
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Figure 3.6: Betweenness centrality of GEANT routers.
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Figure 3.7: Betweenness centrality of GEANT links.

eBGP routes in Fig. 3.8. The second information shown in &i§.concerns the
number of routes received from the same neighboring AS fdn peefix. Multiple
routes are learned from the same neighboring AS when therpaaallel peering
links with this AS. We counted for each destination prefix forceach neighboring
AS the number of routes learned. We consider for each prefixidiximum of the
number of routes learned from the same AS. We show the breakdbprefixes
versus the maximum number ‘tdarallel routes” in Fig. 3.8.

A first observation is that GEANT has learned at least 2 rofdeshe ma-
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Figure 3.8: Breakdown of prefixes by number of received ®inteGEANT.

jority of destination prefixes (more than 97%). For 63% of prefixes, it has
even learned 5 routes. Moreover, the maximum number of sdatgned from a
neighboring AS is between 3 and 4 for the majority of desittmaprefixes. This
was expected since GEANT has up to 4 peering links with sonits okighbors.
There is thus ahigh route diversity in GEANT.

Given the route diversity shown in Fig. 3.8, it is interegtito ask how each
router will select its best route. For this purpose, we labkdo each modeled
router, what was the rule of the BGP decision process thatused to select the
best route towards each destination prefix. We show ourtsesuFig. 3.9. The
x-axis of the figure represents each modeled router idestifjeits name. The y-
axis represents the destination prefixes known by this rot@ each router, the
figure shows the rule of the BGP decision process that wastosselect a route
towards a fraction of prefixes. We show only the 4 main ruleke fiule 'Single
route’ means that the router has no choice because it receng a single route
for the destination prefix. The meaning of the other rulesreghtforward.

We observe that the impact of the routes diversity on the B&d#sibn pro-
cess is high. In GEANT most destination prefixes (more th&)%are reachable
through at least 2 different routes (see Fig.3.8). As a aunsgce, the impact of
the internal structure of GEANT on the interdomain routeesgbn is important.
The interesting point here is thimir most destination prefixes, the rules related

to hot-potato routing are used We see that the border routers receiving a large

number of eBGP routes select the best route towards a lagigoin of prefixes us-
ing the rule “eBGP over iBGP”. This is the case for IT, SE, UK] @1d DEL1. This
means that the location of peering points is important ferrtiodel. In addition,
the rule “Nearest next-hop” is used for the majority of rosgdection. This means
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Figure 3.9: Importance of the tie-breaking rules in GEANT.

that for these routers and for these destinations, the migztion was partially
based on the IGP cost to reach the egress routers. We alsw®ltisat 4 routers
use the rule “Smallest Router-ID” to select a large fractidrtheir routes: FR,
NL, BE and LU. The reason is that these routers are at an eG&atlistance from
egress routers announcing a large fraction of routes.

3.5 What-if scenarios

In this section, we present two case studies that we pertboneur model of the
GEANT network. The first one investigates the addition or seah of peerings
on the flow of the traffic. The second studies the routing impédink failures.
All the PoP names and peerings that appear in the followindiet have been
anonymized in the following case studies upon request oft&an

3.5.1 Optimized peering

An important problem faced by ISPs is about finding the opitimzation of peer-
ing points. An ISP will search for new peering points in orteeimprove the effi-
ciency of its interdomain traffic and/or to decrease the obis peerings. Finding
the optimal peering location is a non-trivial problem [AABI9 that depends on
both technical and economical factors [Nor02]. In [AAM98]e authors focused
on the location of peerings with a single neighbor AS. With tmol, we can in-
vestigate the problem of modifying the interdomain conmégtof an AS since
we take into account the BGP information. To our knowledgéesteg approaches
have not taken BGP into account.
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In practice, an AS can choose to peer with many different Afkad several
locations. However, all the possible locations do not Batfe ISP’s requirements
and the ISP must decide which one best fits its goals. Let @sttekexample of
a transit provider. Assume that its network is composed BbPs. Now, suppose
that the provider serves new customer ASs that connect a¢ wPz. These
customers cause an increased amount of traffic to crosspbty before exiting
at other PoPs. To prevent the traffic to cross the whole n&tivefore reaching the
egress points, the transit provider might prefer to add apgelose to the PoR
that generates more traffic so that the traffic received lsyRbP exits the network
as early as possible. Itis thus expected that a given amdurafiic will exit the
network through the new peering, but it is difficult to prediow much.

Adding a peering has the potential effect of modifying thetlveutes of the
BGP router connected to this new peering. It is likely thas tlouter will select
routes learned through its new peering as best routes. litheih redistribute its
new best routes to the other BGP routers through the iBGRosssdf the latter
BGP routers choose to use some of the routes learned thrbaghetv peering,
it is possible that more traffic than originally planned vakit the network at the
new peering. Models of an AS that do not consider BGP routarmot predict the
exact change in the traffic matrix in such a case.

With our modeling tool, we are able to predict what will hapge an AS’s
traffic when a new peering is added or removed. In order to emengne impact of
the various scenarios, we use different metrics. First, avepute the distribution
of the traffic over the peering links. Adding a new peering ratact some traffic
from the already existing peering links and decrease thaditigss of congestion
to occur on these links. Then, we compute the IGP cost thatalffec undergoes
when the new peering is added. If this cost decreases forrafisant number
of ingress-egress pairs, it means that the traffic followrdomain paths that are
shorter in term of the IGP weights assigned by the ISP.

We performed this evaluation on the GEANT network. Actualyante who
operates GEANT, is currently designing the next versiorisohetwork. GEANT2
will have an increased number of customers, mainly in easferope. GEANT2
will provide transit to additional NRENSs including the Riss NREN, JSCC, for
instance. In this context, it is important for Dante to knowieh locations will
benefit from additional peerings. In our evaluation, we @bgrsthe six most im-
portant peerings of the GEANT network that we daRl, ..., PR6 Today, all
these peerings use OC-48 links with a 2.4 Gbps capacity. Wiy she addition
and removal of peerings and its impact on the traffic comingfall the GEANT
customers.

Fig. 3.10 shows the impact of the removal or the addition cdering, in terms
of the distribution of the outgoing traffic over the consetépeerings of GEANT.
The x-axis of Fig. 3.10 gives the different scenarios we $ated. The one labeled
“default” gives the distribution of the traffic if we leavedlcurrent peerings un-
changed. Those labeled “remove-X" concern the scenari@semwie removed the
existing peering X. The others labeled with “add-PRX” are sicenarios where a
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Figure 3.10: Impact of addition/removal of peering on ttetritiution of the traffic
among the peering links.

peering was added at the PoP X. The y-axis of Fig. 3.10 shosvdigiribution of
the percentage of the total outgoing traffic carried by thesmered peerings.

The “default” scenario on Fig. 3.10 shows that almost 50%hef traffic is
carried by a single eBGP peerinBR2 and two other peerings carry each about
20%. The traffic is thus unevenly balanced over the considgeering links. Re-
moving a peering does not change this uneven distributiomenthe peerin@R2
is removed, almost all the traffic exits BR4and PRG& Removing thePR1or
PR3peerings has little effect. Removing tRd&R4 peering shifts its traffic to the
PR1peering. Now let’s consider the addition of peerings at FRER8 R9 R10
andR19 Adding a peering link aR1absorbs all the traffic that previously exited
throughPR2 The explanation is that most of the traffic sent throughRR&peer-
ing was coming from eastern Europe. To reachRR2peering, these packets now
have to pass through thel router and thus leave the GEANT network there. If
the purpose of adding this peering is to change the unevarbdison of the traffic
among the peering links, then adding a peerinRirdoes not help. The situation
is similar when adding a peering BB, as it absorbs most of the traffic that previ-
ously exited through th®R4peering. Adding a peering &8is worthless since
the distribution of the traffic is left unchanged. Adding a&epeg inR100r R19

on the other hand improves the balance of the traffic over dnsidered peering
links.

Modifying the peerings of an AS not only changes the distidyuof the traf-
fic among the peerings, but also how traffic crosses the iminaih topology.
Fig. 3.11 shows the impact of adding or removing a peeringhen &P cost suf-
fered by the traffic to cross the network. On the x-axis of Big.1, we show the
difference between the IGP cost the traffic is subject to éndifault situation and
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the one in each scenario. A positive difference means anowepnent since the
IGP cost has been decreased. A negative difference meatsrdgion. On the
y-axis of Fig. 3.11, we show the cumulative fraction of treffic that perceives a
change in the IGP cost.
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Figure 3.11: Impact of addition/removal of peering on IGBt@®en by traffic.

We have seen in Fig. 3.10 that removing the peeritB4 and PR3does not
impact much the balance of the traffic on the peering links.wéi@r, we can
see that removing the peeriiRR3 has an impact on the IGP cost seen by 5%
of the traffic. The IGP cost for this traffic has been increasgd.00. Another
observation is that although removing the peefiRRhas a significant impact on
the distribution of the traffic on the peering links, it haswaad impact on the IGP
cost (A=-5) seen by this traffic. The most interesting scenarioghaaddition of
the peering irR10or R19that improves both the IGP cost and the distribution of the
traffic among the peering links as showed above. If the perpéadding a single
peering link is to improve both the distribution of the traffiver the peering links
without worsening the delay across the network, then we kihaivthe solution is
to add a peering either iR10or in R19

In Fig. 3.11, we show the impact of adding or removing a peeoin the delay
seen by the traffic to cross the network. The results are pies$én the same way
as for the IGP cost difference shown in Fig 3.10. On the x-akiBig. 3.12, we
show the difference between the delay the traffic is subjaatthe default situation
and the one in each scenario. A positive difference meansyprovement since
the delay has been decreased. A negative difference measrechtion. On the
y-axis of Fig. 3.12, we show the cumulative fraction of theffic that perceives a
change in the delay.

We observe in Fig. 3.12 that most of the time the IGP cost invgreent is
correlated with the improvement in delay. There is an exoaptith the removal
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Figure 3.12: Impact of addition/removal of peering on thiageseen by traffic.

of the PR2 peering which causes a small improvement in theclisPbut a small
degradation of the delay. This may seem surprising but itlEamxplained by
the way the IGP weights have been assigned in GEANT. Dantiaiespthat by
the fact that they first use IGP weights that are inverselpgntional to the links
capacities. Then, manual tuning of the weights is done tiepthe lowest delay
paths. Finally, the IGP weights are assigned in order todaggual-cost paths.
There is thus not necessarily a correlation between thg deld the IGP cost. Itis
also important to note that Fig 3.12 only gives the intradiontielay. To measure
the impact on the end-to-end delay, active probing shoulddsormed on a per
destination basis, which is expensive.

3.5.2 Link and router failures

Evaluating the impact of link and router failures on the ratvis another non-
trivial problem. In a large network, determining which limkd router failures
will change the outcome of the egress selection performeB®F is a difficult
problem. This is an important problem since routing changpes cause traffic
shifts and lead to congestion [TSGR04]. For an operatos, important to check
that the network will be able to accommodate the traffic loaehdn the case of
single link or router failures. If not, it is useful to idefytiwhich network links
should be protected by the addition of parallel links, SONEJH protection or
the use of MPLS protection tunnels [VPDO4].

Our methodology for studying the impact of intradomain aeson the path
selection is as follows. First, we build a representatiothef network inside the
routing solver. We let the solver compute the routes in eaaker, then we store
a snapshot of the selected routes. This snapshot correspmtite state of routing
when everything is up and running. Then, we remove the tallimk or router and
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we let the routing solver recompute the paths.

In order to provide a synthetic view of the impact of eachufia] we partition
the set of routing changes in four different classBser changeEgress change
Intra cost changeand Intra path change The Peer changeclass corresponds to
changes in the next-hop AS. If the next-hop AS has not chabgédhe egress
router has changed, we speak oftagress changeWhen the egress is unchanged
but the IGP cost of the ingress-egress path has changedouliag change is
classified as aintra cost changeFinally, if an ingress-egress path with the same
IGP cost has been found, the routing change is put irnrttta path changeclass.
This can only occur if there are multiple equal cost pathsvbeh an ingress and
an egress routers in the network.

We simulated all the single-link failures in GEANT and ohet the impact on
the BGP routes selected by each GEANT router. We show ouitsésiFig. 3.13.
On the x-axis, we show all the internal links of GEANT. On thaxis, we show
the number of routing changes cumulated on all the GEANTersutThe routing
changes are classified Reer changeEgress changdntra cost changendIntra
path changeas explained above. The links on the x-axis are ordered @ogpto
the total number of routing changes caused by their failWe.observe that most
of the time, a single link failure causes many egress chargearly 60% of the
GEANT links cause more than 100,000 routing changes when tldail.
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Figure 3.13: Single link failure analysis: impact on BGP.

We can also observe that, in GEANT, there are few pure intreiio re-routings.
That is, there are few routing changes in fh&ra cost changeand Intra path
changeclasses. These results indicate thapure intradomain model of the
GEANT network would not capture most of the routing changes hat occur
under single link failures. This shows clearly that to accurately model a transit
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network like GEANT, it is necessary to take the interdomaiates and the topol-
ogy into account.

The same method can be used to perform the single-routardahalysis or
to study the impact of changing the IGP cost of one link. Samiesults to those
found for the link failures have been obtained. We show therkig. 3.14. On
the x-axis, we show all the routers of GEANT. On the y-axis,slvew the number
of route changes cumulated on all the GEANT routers. Theersutn the x-axis
are ordered according to the total number of route changesedaby their failure.
We observe that the failure of nearly half the GEANT routersse route changes.
The failure of a single router can be seen as the joint faitdrall its links. The
consequence is that the routers whose failure cause thestangmber of route
changes are the routers that connect to the most critiéad idtentified in Fig. 3.13.
Routers R5, R3, R18, R11 and R15 peers with the commercisides and thus
receive BGP routes for nearly all the Internet prefixes. R@uR1 and R6 are
critical for the Internet connectivity of a large number dESNT PoPs, mainly in
eastern European countries.
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Figure 3.14: Single router failure analysis: impact on BGP.

We can also observe on Fig. 3.14 that the cRsfix downis not empty. This
happens for destination prefixes for which a single eBGPeraknown in the
model. This means that based on our model, we could conchatehe failure
of some routers can lead to the unreachability of some aggiims. Actually, this
conclusion is a bit hasty. A first reason is that we do not kntvtha external
routes received by GEANT routers. We only know the best mosétected by each
border router. In the real GEANT network, other routes migdatome available
when the current best route is withdrawn, as we said in Seéti®.3. In addition,
even if a prefix is not reachable anymore, it is possible thass specific prefix
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still is. In this case, the destination would still be rediba

3.5.3 Impact on traffic

In addition to studying the impact of failures on routing, exaluated the impor-
tance of traffic shifts caused by link failures. Indeed, wheutes change some
traffic flows may be forwarded along different intradomainhga This will occur
for traffic flows that are forwarded on a path that has beerctaffeby the fail-
ure. Traffic shifts will modify the distribution of the traffinside the network and
change the load of some links. As a consequence, some limksvean become
congested.

For the purpose of evaluating the traffic shifts caused bl failures, we
used an interdomain (prefix-prefix) traffic matrix from Géaatdescribed in Sec-
tion 3.3.3. One interdomain traffic matrix of GEANT is a settaples (ingress
router, destination prefix, traffic volume). Each triple negents the traffic volume
that has been received by an ingress router and to be sentwtt@ destination
prefix over a given period of time.

To compute the intradomain (router-router) traffic matwe replay the flow
of the traffic across GEANT. For this purpose, we take eagtetfrom the inter-
domain (prefix-prefix) traffic matrix, one at a time. Then, wefprm a longest-
matching in the routing table computed by the routing sofeerthe considered
ingress router, in order to find the prefix that contains trstidation. We then use
the route associated with this prefix to route the traffic. \&fgent this step on a
hop-by-hop basis until the egress router is reached. Trediminain traffic matrix
is obtained by summing the volume of traffic exchanged betvatiethe pairs of
ingress and egress routers for the period of time.

We use the above methodology to compute the intradomaifictraftrix af-
ter each link failure. We show a subset of the results in Fig5 &nd Fig. 3.16.
These figures show the traffic volume carried by each link aft@ngle link failure
(links R1-R3 and R5-R6 are shown). We distinguish the linksations since each
direction may carry a different volume of traffic. On the xspwe show all the
directed links ordered based on the volume of traffic theyydaefore the failure.
The y-axis shows the amount of traffic carried by the corredpm link. In each
figure, we show two curves. The first one, labeled “defaultfyresents the links
load when all the links are up and running. The second onesepts the links
load after the link failure. In the default situation shownHig 3.15, we can ob-
serve that the traffic load is unevenly distributed on thikedinfhe most loaded link
is R5-R6 followed by R1-R3.

Fig. 3.15 shows the links load after the failure of link R1-R@ have shown in
Fig. 3.13 that this link was the most important from the nogtviewpoint. We ob-
serve that, as expected, the traffic originally carried lgyRi1-R3 link now passes
through other links. We also observe that the load of theiposly most loaded
link, R5-R6, has nearly doubled. This indicates that a ldrgetion of the traffic
initially going through R1-R3 is now forwarded along pathattgo through R5-R6.
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Figure 3.16: Impact of the failure of R5-R6 on the links load.

In Fig. 3.16, we show the links load following the failure @ik R5-R6. We

observe that the traffic shifts are less localized than \kigfailure of R1-R3. More
links have their load changed. This may seem surprisingestig. 3.13 shows that
the number of routing changes due to the failure of R5-R6agtdhan the number
of routing changes due to the failure of R1-R3. As explaime&ection 3.5, this
is due to the complex interaction between IGP, BGP and tfigctra he failure of
R1-R3 and the failure of R5-R6 do not have the same impact @mthradomain
routes computed by the IGP. These routes are used by ingres=s to reach
egress routers. Then, the ingress-egress routes are usieel B P routes to cross
Géant. Depending on which routes are used to forward largeiais of traffic, the
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impact will differ.

Finally, Fig. 3.17 shows a summary of the impact of all thé lfailures on
the traffic. The x-axis shows all the link failures ordereddxzhon the load of the
most loaded link. The y-axis provides the following stétst the median, 5th- and
95th-percentile as well as the mean load and the load of ths lmexded link. First,
we observe that in GEANT, the failure of a single link can esagarge increase of
the maximum link load. There is even a link failure that caube maximum link
load to nearly double. Second, we observe that in GEANT, iages of the links
load distribution is not impacted much by the links failurésdeed, the median
and the 5th and 95th percentile does not change much.
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Figure 3.17: Most sensitive single link failure.

We have shown in this section thatk failures can cause important traffic
shifts. For instance, the failure of link R1-R3 has doubled the loBlihk R5-R6.
During our analysis of the GEANT network, no congestion was/pked by the
link failures. This is due to the particular situation of GNA that is composed of
links having a very high capacity compared to the traffic wuduthat they usually
carry. However, in other networks, this analysis can helgetermine which links
are important for the traffic. We have shown that the inteedeence between the
intra- and interdomain routing combined with the traffictdimition is difficult to
understand in a medium-sized transit network. A methodokgch as the one
used in this chapter can help operators to evaluate thdgrdes to evaluate how
their network will behave when the routing and/or traffic ditions change.

3.6 Conclusion

In this chapter we have described how to build a model of tlirrg of a large
AS. We have described the essential factors that need t&ée itsto consideration
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when building a model of the routing of an AS. In particulag hhave shown that
building an accurate model of an AS requires the networkltapo the traffic, the
routing protocols and their configuration. Obtaining thiated data can still be an
operational issue. We illustrated the use of the routingesalescribed in Chapter 2
through two different case studies. The first case study waanalysis of the
impact of changing the peers of a transit AS on its traffic. \Aeehshown that using
a model of an AS makes possible to explore various peeringisns. The second
study investigated the impact of link failures on the rogtchanges inside the
AS. This is important since network events such as failunesraaintenances are
frequent. The two case studies have shown the importan@kiofgtinto account
the interdomain routing information to understand theirguof a large AS.

In this chapter, we considered routing in a single domainthinfollowing
chapters, we will study the interaction between multipleiconnected ASs. C-
BGP can be used to compute the outcome of the BGP route sel@dtien there are
multiple domains. However, this requires a knowledge ofstinecture and policies
of the other domains. In order to study the impact of changesée domain on its
inbound traffic for instance, we need to have a knowledge afiypall the Internet
domains.

In addition, we are still evolving our tool. A possible futuimprovement
consists in operating the model on a continuous feed of tgypkouting data and
traffic data. We believe that our approach to integrate tpeltmy, the routing data
and the traffic data can serve the ISP operators to betterstadd the behavior of
an AS and help them to investigate improvements in the dedigmeir network.
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Chapter 4

Current Interdomain TE
Techniques

4.1 Introduction

Initially developed as a research network, the Internetldggs optimized to pro-
vide a service where the network does its best to delivergiad& their destination.
In the research Internet, connectivity was the most impoitsue. During the last
years, the Internet has undergone a rapid growth and itisasmgly used to carry
services such as e-commerce, Virtual Private Networks @meYdideo over IP. To
efficiently support those services, several Internet $eriAroviders (ISP) rely on
Traffic Engineering (TE) [ACEO02] to better control the flow of packets inside
their network. Traffic engineering encompasses severahigaes that ISP opera-
tors can use to evaluate and enhance the performance ofh#teiork. Common
objectives of traffic engineering consist of shifting trafiway from congested
links, distributing the traffic inside the network in orderihcrease the amount of
traffic that can be carried by the network, quickly reactindailures by directing
traffic away from the faulty links or efficiently supportingu@lity of Service (QoS)
requirements.

While intradomain traffic engineering is a well understoadiglem, perform-
ing traffic engineering across the boundaries of multiplmdins is complex. This
complexity is mainly due to the current Internet routinghatecture. BGP propa-
gates only a subset of the Internet topology among routdis. limits the visibility
an AS has on the Internet topology. In addition, BGP does pbtibze a global
objective, but rather allows each AS to independently $eled redistribute inter-
domain routes in order to satisfy its own local objectives.

Controlling the selection of interdomain routes with BGRondler to support
the interdomain traffic engineering process is difficulcsiBGP was not designed
for this purpose. Anyway, some primitive BGP-based routingtrol mechanisms
are currently used by ASs. These mechanisms rely on tunengtthibutes of BGP
routes. In this chapter, we survey the BGP-based routing@anechanisms used
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by ASs nowadays and we describe their operation. We focusigast traffic and
consider the engineering of large aggregates of trafficc&jly originated/destined
from/to network prefixes. We do not consider a finer contralhsas between
specific pairs of sources and destinations or a per flow eagimg

The chapter is organized as follows. We start by describingection 4.2
the techniques that can be used by an ISP to control the tradiide its own net-
work. Then, we describe in Section 4.3 the problem of engingé¢he interdomain
traffic, i.e. the traffic that crosses interdomain boundarid/e explain the issues
inherent to the interdomain routing architecture and thib-pactor nature of BGP.
In Section 4.4, we describe the current BGP-based routingg@anechanisms and
we discuss their performance. We focus on two techniqueermily used by ISPs
to control inbound routes. We present detailed simulationiss of these tech-
nigues in Section 4.5 and Section 4.6. For the sake of coengss, we briefly
present in Section 4.7 proposals for providing an increaseaidomain routing
control without relying on tuning the BGP route attributEmally, we conclude in
Section 4.8.

4.2 Intradomain Traffic Engineering

Inside a single ISP (or domain), the whole topology of thevoek is known by
all the routers due to the utilization of link-state routipigptocols. Moreover, the
intradomain routing protocol usually optimizes a singlelgll objective. There-
fore, several techniques can be used to control the flow ofRheackets. They
can be divided in two classes. The first class contains tiigees usable in pure
IP networks, i.e. dealing with hop-by-hop destinationdazhforwarding. The sec-
ond class contains the techniques that can be used in eswiiithed networks. In
particular, we discuss the techniques relying on the emoulatf ciscuit-switched
networks on top of packet-switched networks, such as witltiNfuotocol Label
Switching (MPLS) [BZB"97, DRO0Q].

4.2.1 |P-based solutions

In a pure IP network, the flow of the IP packets can be contitdb tuning the
intradomain routing protocol (also called Interior GatgviFaotocol - IGP). Inside
a domain, the routing protocol will compute the best patterh each destination.
The best path is usually the path with the smallest cost wifiereost of a path is
the sum of the weights of all the links that compose the paltie Cbst associated to
each link is usually administratively assigned by the nekwaperators depending
on their optimization objective. If each link has a unitagst; then the routing
protocol will favor paths with the smallest number of hogghé cost of each link
is a function of the link transmission delay, then the rogitprotocol will select
paths with the shortest delay. If the cost associated tdadia function of the link
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bandwidtt, then the routing protocol will favor high bandwidth paths.

Figure 4.1: A simple ISP network

For example, in figure 4.1, if all links have a unitary cosg fihortest path from
the source nodé; to the destination nod®; is the path(S;, Rg, R¢, R5, D1)
having a total cost of 4. The path used between sofscand destinatiorD, is
(S9, R1, Rs, Rg, R5, D2). If there is a lot of traffic from S1 to D1 and from S2
to D2, then theRg — Rg and Rg — R5 links might become the bottleneck since
these two links are used by both flows. A common method toeetiraffic away
from congested links is to tune the cost of key links [FRTOR)}. the example
above (figure 4.1) it is possible to force the traffic fléy — Do (resp..S; — Dy)
to follow the pathR; — Ry — R3 — R4 — R5 (resp. R — Rg — R7 — R5) by
using a cost of 2 instead of 1 on link; — Rg and R — Ry and 3 instead of 1
on link Rg — Rg. In fact, if the traffic demand between each source-destimat
pair on the network is known, the setting of the link costs loarconverted into an
optimization problem [FTOQ] that can be solved by using apgate mathematical
methods. However, these methods are only useful in prattice traffic demand
is relatively stable. If the traffic demand changes fredyeiit will be difficult
to dynamically recompute the optimal setting of the linktsognd dynamically
reconfigure all routers without affecting the current traiffiside the network. The
robust optimization of IGP weights [FT03] is a possible solu

4.2.2 MPLS-based techniques

MPLS is often used for traffic engineering purposes inside mgtworks. MPLS
relies on the label switching technique as in ATM or FrameaReletworks. The
main advantage of MPLS for Traffic Engineering, comparedassical IP routing,
is that MPLS can be used to explicitly determine the pathovedid by packets

1The default IGP metric on CISCO routers, for instance, isetion of the inverse of the capac-
ity.
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inside the domain. MPLS can thus easily bypass the shorédistgelected by IP
routing. This is done by establishing Label Switched Palti&P§) between pairs
of routers in the network.

A first utilization of MPLS is to solve the traffic engineeripgoblem statically.
Based on a known traffic demand between all source-destimpéiirs, it is possible
to compute an optimum layout of the LSPs in the network in otdespread the
load among all the available links. This utilization is danito the setting of the
link costs in a pure IP network although MPLS offers a gre#lesdbility. With
only the link costs, a change in the cost of one link may paéytaffect the traffic
distribution throughout the entire network. With MPLS,dtpossible to force any
flow of packets to follow a particular path. For example, itulgbbe possible to
force the packets from th&, — D, flow to follow the Ry — Ry — Ry — R3 —
R, — Rg — Ry path while the packets from th&, — D, flow would follow the
Ry — Rs — Rg — Ry — R5 path in figure 4.1. This type of traffic distribution would
not be possible by selecting the link costs in a pure IP ndéwor

MPLS is also useful in a more dynamic environment where thi@drdemand
changes slowly (e.g. the demand during the business hounstithe same as
during the evening). In this case, MPLS is used in combinaticth enhanced
intradomain routing protocols (OSPF-TE [KKYO03] or ISIS-TELO04]). These
protocols are extensions to the classical link-state dgioimaain protocols (OSPF
and ISIS) that are able to distribute to all routers togettidr the entire topology
of the network additional information like the bandwidtrdahe utilization of each
link. Based on this information, each router can deterntieanost heavily loaded
links inside the network. To understand this utilizationMPLS, let us consider
figure 4.1 again and assume that there are two important flbpaotets 61 — D
andS,; — Ds) and that linksRg — Rg andRg — R5 are becoming congested while
the other links are lightly utilized. Based on the informatidistributed by the
constrained routing protocol, routefs, and Rg are aware of the load on these
links. If these routers notice large flows frafh and Sy, they could redirect those
flows to other links by establishing new LSPs. To establigthaan LSP.R; will
compute a constrained path for the new LSP towdpds To select the best path,
router Ry will specify a set of constraints that must be fulfilled by tesen path.
For example,R; could request a path that avoids the congested lidks{ Rg
and Rg — Rs). If Ry knows that theS; — Ds flow requires 100 Mbps on average,
it could also select a path where all the links have at lea@tNIBps of unused
bandwidth. The selected constrained path will be used bR&¥P-TE signaling
protocol [ABG'01] that will establish the LSP. This signaling protocol @so
be used to reserve resources (e.g. bandwidth) on the skleatie if required. An
additional advantage of MPLS is that it is possible to retean existing LSP over
another (e.g. less congested) path before breaking thingxisSP. This utilization
of MPLS combined with constrained routing protocols andgmaiing protocol
allows the network to be traffic engineered in a more dynanmdaomer than with a
pure IP solution.
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4.3 Interdomain Traffic Engineering

A large fraction of the Internet traffic does not remain iesalsingle domain but
instead crosses its interdomain boundaries. The sourcéestohation of this in-
terdomain traffic might even be several domains away. Thikesiénterdomain
traffic engineering an important matter for ISPs.

The interdomain traffic engineering requirements are deerThey depend
on the connectivity of an AS with others (see Chapter 1) bsh ah the type of
business handled by this AS. Typically, content-providbeg host a lot of web or
streaming servers and usually have several customepetader relationships with
transit ASs will try to optimize the way traffic leaves theetworks. Secondly,
access-providers that serve small and medium enterpdssdsp or xDSL users
typically wish to optimize how Internet traffic enters theetworks. Finally, a
transit AS will try to balance the traffic on the multiple limk has with its peers.

Therefore, the main objective of interdomain traffic enghirgg is to control
through which peering links traffic flows will enter or exitetmetwork. This can
be for the purpose of balancing the traffic on multiple linkwother ASs, to shift
traffic away from a congested peering link or to move part ef titaffic to less
expensive peering links. Another interdomain traffic eegiting requirement is
the ability to direct traffic to alternative interdomain paivith different properties.
An example would be to select a path with better end-to-emtbpeance (lower
latency or higher available bandwidth), even at higher.cdsbther purpose would
be the provision of a backup path completely disjoint from tiain one.

4.3.1 Limitations of the current Internet routing architec ture

Unfortunately, reaching these objectives with the curhetgrnet routing architec-
ture is difficult. There are two main issues.

First, thepath-vector nature of BGP imposes limitations on the selection of
interdomain routes. Each BGP router only redistributesnglsi“best” route to
its neighbors. Even if the router knows many candidate spuiiee alternative
routes are not propagated. This limits the visibility eagliter has on the Internet
topology and reduces the path diversity. This is in contnasit the intradomain
routing protocols (link-state) that distribute the contpl®pology to all participant
routers. The implication for traffic engineering is a lintittreedom for directing
traffic to alternative paths. In addition, there is inhelelgss control on the routing
decisions, since the routes one router receives dependeodettisions of other
routers downstream.

Second, BGP relies on@mplex decision processvhich does not optimize
a global metric. This is in contrast with the selection ofskeeost paths by in-
tradomain routing protocols. Instead, the operators adf @& can independently
configure their own routers so as to optimize local objestigad enforce local
route filtering policies. For example, each AS can configuiecal ranking of the
routes towards a given destination using the Local-Prebate. The implication
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for traffic engineering is that the configuration of one AS micancel out the route
control effort of another AS.

4.3.2 Characteristics of the interdomain traffic

Another difficulty of interdomain traffic engineering confesm the large number
of sources and destinations involved. At the intradomaielleahe number of des-
tinations announced by the IGP protocol is limited to theemiand subnets of the
domain. Depending on the size of the domain, its order of ibadm ranges from
tens to thousands of destinations. At the interdomain Jeélrelnumber of sources
and destinations includes remotely advertised networkg Aumber is far larger.
For example, the current number of destination prefixes iIG& Bouting table is
on the order of 180,000 [Hus06].

A first point to note however is that although an AS might exgwtraffic with
a large fraction of the Internet domainsdibes not exchange the same amount
of traffic with each remote AS. On Fig. 4.2, we show the cumulative distribution
of the interdomain traffic received or sent by three ISPs. fidw@e concerns the
traffic received by BELNET, the Belgian National Research &ducation Net-
work (NREN) during one entire week in December 2000; thditraéceived by
YUCOM, a Belgian ISP, during 5 consecutive days in April 20atd the traffic
sent by the Pittsburgh Super-Computing Center (PSC) dunregday in March
2002. More details on the data collected can be found in [JB0O2 observe that
the 100 largest sources of traffic for BELNET contribute mitr@n 64 % of the
traffic received during one week. Similarly, the 100 largestirces of traffic for
YUCOM contribute more thatn 72 % of the traffic received bystt8P. For PSC,
the concentration of the traffic sinks is even more imporéathe 100 largest des-
tinations receive 78 % of the total traffic sent by PSC. [FBRfO8ntions a similar
distribution for the interdomain traffic of a largier-1 ISP.

Another important point to mention about the interdomaaffic exchanged
by the studied ISPs is the distance (measured in AS hopsgbatthe remote ASs
and each studied ISP. Fig. 4.3 shows, for each ISP, the pgageeaf its interdomain
traffic that was produced by or sent to remote ASs as a fundifidheir distance
measured in AS-hops. This analysis shows that the studied é8ly exchange a
small fraction of their traffic with their direct peers (A®{ndistance on 1)Most
of the packets are exchanged with ASs that are only a few AS hspmaway. For
BELNET, most of the traffic is produced by sources locateddB4AS hops away
while YUCOM mainly receives traffic from sources that are @ 8AS hops away.
PSC on the other hand sends traffic to ASs located at up to 4 pAS dway.

This implies that an AS willing to engineer its interdomaiaftic could move a
large amount of traffic by influencing only a small number atait ASs, typically,
the most popular sources/destinations. In addition, dineesources and/or desti-
nations of interdomain traffic are located only a few AS hopsya interdomain
traffic engineering solutions should be able to influence ASsw hops beyond
their upstream providers or direct peers.
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4.4 BGP-based Traffic Engineering

Optimizing the way traffic enters or leaves a network meariavior one link over

another to reach a given destination or to receive traffimfeogiven source. This
type of interdomain traffic engineering can be performeadisetking the configu-
ration of the BGP routers of the AS. Indeed, a key feature oPB$the decision
process used by each BGP router to select, among all theedcailvertisements,
the best path to reach each destination. In order to understew BGP can be
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used to control the way traffic enters, leaves or crosses aa A8tter understand-
ing of the BGP decision process is required. We repeat the @€gRion process
in Fig. 4.1. A BGP router receives one route toward each mstin from each of
its peers. To select the best route among this set of rou@§Rarouter relies on
a set of rules called the decision process. Most BGP rougly a decision pro-
cess similar in principle to the one shown in figure 4.1. Theo$eoutes with the
same destination are analyzed by the rules in the sequedicatied in figure 4.1.
These rules act as filters and thé" rule is only evaluated if more than one route
has passed th& — 1" rule. It should be noted that most BGP implementations
allow the network administrator to optionally disable soohéhe rules of the BGP
decision process.

Rank | Rule
1 Prefer highest Local-Pref
2 Prefer shortest AS-Path
Tie-breaking rules
Prefer lowest Origin
Prefer lowest MED
Prefer eBGP over iBGP
Prefer nearest next-hop
Prefer lowest router-ID
or oldest route

~No ok~ w

Table 4.1: The BGP decision process.

The first attributes used to compare routes are the LocélaPethe AS-Path
(Fig.4.1). In the initial design of the BGP decision procfRE95], the purpose
of the Local-Pref attribute was to let the network operatwase the most desir-
able route while the AS-Path played the role of a route mefitie remaining rules
were mainly used to break the ties when the above attributesernot sufficient to
elect a single best route. Today, many attributes are usieluence the decision
process [QUP03, CRO05]. Different mechanisms can be used to control thgosu
ing traffic and the traffic entering an AS. In the following sabtions, we describe
traffic engineering techniques that rely on the manipufattb BGP attributes in
order to influence the outcome of the BGP decision process.

4.4.1 Control of the outgoing traffic

To control how the traffic leaves its network an AS must be &blehoose which
route will be used to reach a particular destination throitglpeers. Since an
AS controls the decision process on its BGP routers, it cailyemfluence the
selection of the best path. Two techniques are frequendg.us

A first technique is to prefer some routes over othersdidying the Local-Pref
attribute. A common utilization of this attribute is to peefroutes learned from
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customers over routes learned from providers [GR0OO]. Theal-Bref attribute is
optional and it is only distributed inside an AS. It can bedugerank routes and
is the first rule of the BGP decision process (figure 4.1). Kamngle, consider
a stub AS with two links toward one upstream provider : a highdwidth and a
low bandwidth link. In this case, the BGP router of this ASlddoe configured to
insert a low Local-Pref to routes learned via the low bandwlthk and a higher
value to routes learned via the high bandwidth link. A simd&uation can occur
for a stub AS connected to a cheap and a more expensive upspreaider. The
utilization of the Local-Pref attribute for the purpose aitrolling the outgoing
traffic of an ISP has been studied in [UBQO03a].

In practice the manipulation of the Local-Pref attribute ba based on passive
or active measurements. Recently, a few companies havennapited solutions
[Bor02, All02] that allow multi-homed stub ASs and contg@mbviders to engineer
their interdomain traffic. These solutions usually meashecload on each inter-
domain link and some rely on active measurements to evatliaggerformance of
interdomain paths. Based on these measurements and somlkedge of the In-
ternet topology (either obtained through a central servé&om the BGP router to
which they are attached), they attach appropriate valudsedfocal-Pref attribute
to indicate which route should be considered as the best lguthe BGP routers.
Some router vendors also provide this kind of automatic @urid route selection
directly into routers. For instance, CISCO proposes itsr@iped Edge Routing
(OER) [Sys05c].

A second technique, often used by large transit ISPs,rislyoon the intrado-
main routing protocol to influence how a packet crosses the transit ISP. As shown
in figure 4.1, the BGP decision process will select the néd@#R neighbor when
comparing several equivalent routes received via iBGP.example, consider in
figure 4.4 that routeRy; receives one packet whose destinatiofvig. The BGP
decision process of routéty; will compare two routes towardB,s, one received
via Ryg and the other received ViBys. By selecting routeRyg as the exit bor-
der router for this packetS2 will ensure that this packet will consume as few
resources as possible inside its own network. If a transitéi®s on a tuning of
the weights of its intradomain routing protocol as desdilnd FRT02], this tuning
will indirectly influence its outgoing traffic [TSGR04, ANEBX.

In addition to this, vendor specific techniques exist. CISG@ers for instance
allow to assign an additional attribute called Weight to B@#&tes. This attribute
can be set on a per-router basis. The route with the hightst ethe Weight is
preferred by the decision process. The Weight attribuikisri into account before
the Local-Pref attribute. However, to the opposite of thedldref attribute, it is
not propagated over iBGP sessions. The value of the Weigitiuae can be set
based on the content of the AS-Path, based on the originktioe coute and so on.
The setting can be done automatically based on input roteesfil
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Figure 4.4: A simple Internet

4.4.2 Control of the incoming traffic

If an ISP needs to control the traffic in the reverse directian entering its net-
work, the situation is far more complex. Indeed, it is notugio for the ISP to
control the decision process in its own routers. It needsftaence the decisions
made by routers in other domains. A typical example wherhk sootrol is needed
is an access provider which usually has much more inbouffitttiaan outbound
traffic. We describe in the following paragraphs several BfaBed technigues to
control the incoming traffic.

The first method that can be used to control the traffic thagreran AS is
to rely onselective announcementand advertise different route announcements
on different links For example in figure 4.4, AS1 wanted to balance the traffic
coming fromAS2 over the linksR; — Ro; and R13 — Ra7, then it could announce
only its internal routes on th&;; — Ry link and only the routes learned from
AS5 on theR 3 — Ra7 link. SinceAS2 would only learn aboufS5 through router
Ro7, it would be forced to send the packets whose destinaticongeltoAS5 via
router Ry7. However, a drawback of this solution is that if the liRk; — Ro7 fails,
thenAS2 would not be able to reachS5 throughAS1. This is not desirable and
it should be possible to utilize linkR,; — Ro; for the packets towardS5 at that
time without being forced to change the routes that are #idedron this link.

A variant of the selective announcements is the advertisenfenore specific
prefixes (also known agrefix splitting). This kind of advertisement relies on the
fact that an IP router will always select in its forwardindpleathe most specific
route for each packet (i.e. the route with the longest matchrefix). For exam-
ple, if a forwarding table contains both a route towa&l 0. 0. 0/ 8 and a route
toward16. 1. 2. 0/ 24, then a packet whose destinatiorlis. 1. 2. 200 would
be forwarded along the second route. This fact can also ke toseontrol the
incoming traffic. In the following example, we assume thafiprl6. 0. 0. 0/ 8
belongs toAS3 and that several important servers are part ofltbel. 2. 0/ 24
subnet. IfAS3 prefers to receive the packets toward its servers onitheRs;
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link, then it would advertise both6. 0. 0. 0/ 8 and16. 1. 2. 0/ 24 on this link
and only16. 0. 0. 0/ 8 on its other external links. An advantage of this solution
is that if link Ro4-R3; fails, then subnet6. 1. 2. 0/ 24 would still be reachable
through the other links.

Another method is to allow an AS to indicate a ranking amomgv/rious route
advertisements that it sends. The technique calBeéPath prependingexploits
the fact that the BGP decision process uses the length of 81@ath to estimate
the quality of a route (see Fig. 4.1). A natural way to influeiice choice of a
neighbor router is therefore to artificially increase thegkl of the AS-Path of
certain routes to make them less preferable. Many netwogkabprs use AS-Path
prepending on a backup line for instance or to deviate traffit some neighbors
without losing connectivity. Coming back to figure 4.4, asstthatAS3'’s primary
interdomain is linkRg, — R45 While link Rg1 — R3¢ is only used as backup primary
link. In this caseAS6 would announce its routes normally on the primary link (i.e.
with an AS-Path oAS6), but would add its own AS number several times instead
of once in the AS-Path attribute (e.AS6 AS6 AS6) on the Rg; — R3¢ link.
The route advertised on the primary link will be considersdhe best route by all
routers that do not rely on manually configured settingstierWeight and Local-
pref attributes. This technique can be combined with sgleennouncements.
For example, an AS could divide its address space in two @ik andp2 and
advertise prefiypl without prepending and prefip2 with prepending on its first
link and the opposite on its second link.

The last method to allow an AS to control its incoming trafictd rely on
the Multi-Exit-Discriminator (MED) attribute. This optional attribute can only
be used by an AS multi-connected to another AS to influencéirtkehat should
be used by the other AS to send packets toward a specific asiin It should
however be noted that the utilization of the MED attributeissially subject to a
negotiation between the two peering ASs and some ASs do nepato take the
MED attribute into account in their decision process. TheDvidhly provides a
local control of inbound traffic. We do not study its efficignic more details in this
thesis. The engineering of traffic between neighboring dosnhas been studied
by Winick et al in [WJRO02].

4.4.3 Community-controlled Route Propagation

Another technique that is becoming very popular for colitrglthe incoming traf-
fic is to rely on the BGP Communities attribute [TCL96, BQO3J]his optional
route attribute is a set of 32 bits integers, each one idemgffa BGP “commu-
nity”. A community design a group of routes that share commtbrbutes or that
should receive the same treatment. Community values agg ofted to attach op-
tional information to routes such as a code representingitilevhere the route
was received or a code indicating whether the route wasvettéiom a peer or a
customer. The presence of certain BGP communities insideéRuBute can influ-
ence how this route will be processed by distant routersic@jly, an AS defines,



106 Chapter 4. Current Interdomain TE Techniques

in the configuration of its routers, a list of community vadund the actions to per-
form when a route containing these community values is vedei Customers of
this AS may attach such communities to the routes they armsotathis provider.

Several ISPs have been using the Communities attributeédlggir customers
a finer control on the redistribution of their routes. Thetoogers were there-
fore given the possibility to better engineer their incogimaffic by attaching
predefined Community values to routes. The typical traffigimeering actions
supported by ISPs are listed in Table 4.2. These actionsdlpiapply toward
a large AS (e.g. tier-1 or tier-2 ISPs providing transit &y, an interconnec-
tion point, a country or a continent. Note that although wegiames such as
NO_ANNOUNCE and PREPEND to these community values, no staheincod-
ing exists and every ISP can define its own community values.

Community Requested action

NO_ANNOUNCE | Do not announce the route to specified
peer(s)

PREPEND Prepend the AS-Path when announcing

the route to specified peer(s)
CHANGE_PREF | Set the Local-Pref value in the AS re-
ceiving the route [CB96]

Table 4.2: Typical route redistribution actions availalith Communities.

In the first case, the community is attached to a route to atdithat this route
should not be announced to a specified peer or at a specifedonnection point.
For example, in the left part of Fig. 4.8S2 has configured its routers to not an-
nounce toAS4 routes that contain th2: 1004 community. AS2 has documented
the utilization of this community to its peers so th#&1 can attach this value to
the routes advertised #S2 to ensure that it does not receive packets frag4
throughAS2. In a detailed survey of the RIPEhoi s database [BQO3], we have
shown that this type of communities was often used by ISPs.

The second type of community is used to request the upstreano Aerform
AS-Path prepending for the associated route. The rightgbdtig. 4.5 shows how
AS1 uses the: 3003 and2: 2005 communities documented A2 to request
that the AS-Path of the route it announced be prepended twlem announced
to AS3 andAS5. To better understand the usefulness of such communitesalu
let us consider again Fig. 4.4, and assume &8 receives a lot of traffic from
AS1 andAS2 and that it would like to receive the packets fréx81 (resp. AS2)
on the Ry5-Re1 (resp. Rsg-Rg1) link. AS6 cannot achieve this type of traffic
distribution by performing prepending itself. Howeveristivould be possible if
AS4 could perform the prepending when announcing Al$6 routes to external
peers. AS6 could thus advertise t8S4 its routes with the communitg: 5202
(documented byAS4) that indicates that this route should be prepended twastime
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E4
P, [AS2 AS1]
{2:3005, 2:3003
P, [AS2 AS1], P, [AS2 AS2 AS2 AS1], I P, [AS2 AS2 AS2 AS1]
{2:1004} {2:3005,2:3003}

{2:3005,2:3003}

{2:1003} do not announce to AS3
{2:1004} do not announce to AS4

P, [AS2 A‘sk
{2:1004}
{2:1005} do not announce to AS5

P, [AS1], {2:1004}T {2:2003} prepend once to AS3
{2:2004} prepend once to AS4

{2:2005} prepend once to AS5
{2:3003} prepend twice to AS3
{2:3004} prepend twice to AS4
{2:3005} prepend twice to AS5

Figure 4.5: Example of communities-controlled route ritiation.

T P, [AS1], {2:3005,2:3003}

when announced tAS2.

Finally, the third common type of community used for traffrgeneering pur-
poses is to set the Local-Pref attribute in the upstream Adeasribed in [CB96].

4.4.4 Discussion

The above sections have described several manipulatiaghe 8GP attributes that
are used by ISPs to engineer their interdomain traffic. Hewethere are some
limitations to be considered when deploying those techesqu

A first point to note is that the control of the outgoing trafficth BGP is
based on the selection, among the available routes, of éedimmgt route. This
selection can be performed on the basis of various paraspdiat it is limited
by the diversity of routes received from upstream providengch depends on the
connectivity and the policy of these AS. However, as showWh BQO03a], outgoing
traffic engineering based on the manipulation of BGP attieibus possible at a
reasonable cost.

On the opposite, the control of the incoming traffic is base@ careful tuning
of the advertisements sent by an AS. This tuning can causgaguoblems. For
instance, announcing the prefixes selectively on peerisgj@es does not guaran-
tee connectivity to the prefixes when a session fails. Trexteé announcements
technique is thus not robust. One solution could be to amt®umore specific
prefixes. However, an AS that advertises more specific peefixehas divided
its address space in distinct prefixes to announce themtiselgowill advertise
a larger number of prefixes than required. All these prefixiisbe propagated
throughout the global Internet and will increase the sizéhefBGP routing tables
of potentially all AS in the Internet. [BNCO2] reports thabre specific routes
constitute more than half of the entries in a BGP table. Fadgé#uthis increase
of their BGP routing tables, several large ISPs have stadeastall filters drop-
ping advertisements for small prefixes, in order to avoid mmegessary growth of
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BGP routing tables [BBGROL1]. At the time of this writing, &ling prefixes longer
than 19 bits for some classes of addresses is a common andraged practice
among ISP operators, making the technique of more specdfixps less effective
[Veg05]. The MED attribute can only be used when there ardiphelphysical
links between two ASs and not in the case of stub ASs multidwtho several
providers, a very common situation today [ACKO03].

The only remaining techniques for controling the inbouradfic of an ISP are
AS-Path prepending and BGP communities. Despite the irapoetof traffic engi-
neering for ISPs, there have been few studies on the efficigfiibese techniques.

4.5 Evaluation of AS-Path prepending

According to a detailed analysis of BGP routing tables prasbin [BNC02], AS-
Path prepending is a widely used technique. Broido et al [BR]Ceveals that
6.5% of routes were affected by prepending in November 208ttangely, the
efficiency of this technique has never been studied on a sedé basis. We per-
formed a first simulation-based study of AS-Path prepenaif§TP03]. Later,
measurement studies were performed in parallel in [QPBW®IS] [CLO5]. In
[QPBUO5], we have studied AS-Path prepending from a red 818 and have
shown that the granularity of AS-Path prepending is codPsepending only once
or twice can already shift a large fraction of the traffic. ¥means that in practice,
AS-Path prepending can be used to indicate that a backuhiolld be avoided
whenever possible, but using it for load-balancing purpsskfficult. In [CLO5],
Chang and Lo proposed an automated AS-Path prependingdaehihey eval-
uated from a non commercial site. They concluded that tkehrique works but
requires intrusive active measurements and is not fine egairrinally, an opti-
mized AS-Path prepending technique was proposed in [GDZA5kcent study
by Yang et al [YXW"05] has investigated uncoordinated traffic engineering and
derived guidelines ensuring stability without global adioation.

However, the results obtained from small simulation stsidieconsidering a
single measurement point may depend on the actual locatitrestub AS and
cannot easily be generalized to the whole Internet. In #isien, we present the
results of a simulation study of the AS-Path prependinggoerdnce in a model of
the Internet topology.

45.1 Evaluation model

To evaluate the efficiency of AS-Path prepending as a trafficneering technique,
we rely on simulations. We use the C-BGP routing solver diesdrin Chapter 2
as well as an AS-level Internet topology. This topology waferred from real
BGP routing tables gathered from multiple vantage pointSbigramanian et al.
[SARKO2]. The topology we used for this study is dated fromuzy 9th, 2003. It
contains 14695 domains and 30815 interdomain links. Tiseaernost one link be-
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tween two different domains. We model each domain with alsiB&P router and
routing policies based on the economical relationshiptrdened by [SARK02],

which exist between the domains. To our knowledge, no sitiomatudy has been
able to analyze the impact of the routing policies on largevagks composed of
thousands of routers with routing policies. Most simulatgiudies only consider
a few tens or sometimes a few hundred of routers. Given theritapce of the

routing policies, we choose to model them realistically. nhdey constraints and
the impossibility of inferring the internal topology of daéS from the available
routing tables [SARKO02] forced us to consider a single roirteide each AS (see
Fig. 4.6).

The routing policy of our BGP routers is composed of two parffie first
part is the so-calledelective export rul¢Gao00] which governs the provision of
transit service. One domain provides a full transit sertadés customers, a limited
transit service between its customers and its peers but bewseen its providers
and its peers. In our simulations, we configured each BGRrauith the routing
policies corresponding to the relationships with eachopéers. The second part
of the policy introduces a preference among routes learmeddifferent relations
[Gao00]. The routes learned from customers are preferredroutes learned from
peers which in turn are preferred over routes learned framigers. The reason
for such preferences is that providers do not have to pay tlwsiomers to carry
traffic. This also ensures that interdomain routing will\eenge [GROO].

Provider

Customer

Figure 4.6: Model of an AS with policies.

These policies can be implemented easily with the help @frélt We show
the detail of these filters in Fig. 4.6. Routers will be confeglito mark each
routes received from a peer of a providers with a Communityis Tommunity
is used to prevent the redistribution of these routes torgikers and providers.
The preference for routes received from customers, than fyeers and finally
from providers is implemented in our simulations by relyorgtheLocal - Pr ef
attribute. A Local-Pref value of 100 is assigned to routegired from customers,
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a value of 80 for routes received from peers and a value of 6fbfdes received
from providers.

Although the January 9th topology was the most accurateighylavailable
map of the global Internet, it has several limitations. trirsthis topology each AS
is modeled as a single node connected to neighboring AS®ality; an AS may
contain up to several hundred of routers and there may be thareten different
physical links between two ASs although these links appsax single edge in
the inferred topology. Furthermore, the heuristic usechterithe routing policies
is limited by two factors. First, it relies on a small set of B&bles, typically
collected at large tier-1 ISPs and those tables do not goathinterdomain links.
Second, the inferred routing policies are not always ctrrec

We compute the interdomain paths for each prefix indepelydenhis does
not change the outcome of the simulation since we do not den®8GP route
aggregation. The selection of the interdomain paths tosvaeth prefix is thus
independent. This makes possible to easily distribute dngpcitation on different
CPUs, without adding much overhead.

4.5.2 Importance of the tie-breaking rules

Before analyzing the simulations of AS-Path prepending, iinportant to under-
stand how the BGP decision process selects the best pattdwoeeach destination.

For this purpose, we perform simulations with the model desed in Sec-
tion 4.5.1. We instrumented the simulator to record, foihelaest route selected
by a BGP router, the specific rule of the BGP decision procdsshavas locally
responsible for its selection. We then use this informatidetermine the impor-
tance of the different rules in the BGP route selection.

We perform 14695 simulations. In each simulation, a difierdomain an-
nounces a single prefix. We then count for each domain the euwibroutes
selected by each rule of the decision process to join theuamusal prefix. For
each source domain and each destination prefix, there arestbpities. First, the
domain has received a single route toward the prefix and tbiside process is
not applied. Second, the domain has received one route wiihast preference,
thus the ruldocal-prefis accounted. Third, there are more than one route with
the highest Local-Pref but one among them has a shorter Ag-tas the rule
shortest-paths accounted. And finally, if there is still more than one eafter
the shortest-pathrule, thetie-breakis accounted.

We classify these results based on the level of the domalmeiiriternet hier-
archy as identified by [SARKO02]. There are 5 levels in therm hierarchy. The
first level is the core of the Internet and contains a full-meslarge transit do-
mains (tier-1's). The second level contains large trarsfivorks (tier-2's) deeply
interconnected. The third and following levels contain Benaegional providers
and stub domains.

Fig. 4.7 presents the results of these simulations. On #astwe show the
5 levels of the Internet hierarchy identified by [SARKO02]. eTyraxis shows the
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relative importance of the rules, for each level of the higmg.x There is a bar
for each considered ruldocal-pref shortest-pathandtie-breakas well as a bar
for single route The latter gives an idea of the importance of networks which
only receive a single route to reach a destination and winiak tlo not apply the
decision process.

60 ‘ ‘
single-route  —
= local-pref mmmmm
50 = shortest-path mmmmm -
= £ tie-break
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Figure 4.7: Importance of each rule of the BGP decision moe different levels
of the Internet hierarchy.

The simulation results shown in Fig. 4.7 reveal severalé@sting results. First,
we can observe that between 30 and 45% of the tier-3 to tie$ @xly receive a
single route to each destination. Those ASs are singlecedoh®s. For the tier-3
to tier-5 ASs, about 30% of the BGP routes are selected onasis bf the length
of their AS-Paths. The remaining 30% of the routes are sdent the basis of the
tie-breaking rules. For stub ASs, those tie-breaking rafésn correspond to the
router ID step of the BGP decision process. Note that intsedlfielocal-prefrule
may be used more frequently in stubs for backup or trafficreging reasons, but
this is not modeled in our simulations.

Concerning the tier-1 and tier-2 ASs, 10% of the routes sedeloy those ASs
are chosen on the basis of their Local-Pref attribute. Takout 40% of the routes
are selected on the basis of their AS-Path. Finally, in thelis and in the large
national transit domains, about 50% of the routes are sslem a tie-break basis.
This is due to the large number of interconnections thatt doesween all these
domains and thus to a large number of alternative routes avlmilar AS-Path
length. For the transit domains, the tie-break rules cpoed to the third, fourth
and fifth step of the BGP decision process (Fig. 4.1).

A consequence of the importance of the tie-breaking rulehénBGP deci-
sion process is that it is difficult to predict which best muwtill be selected in
a distant AS. The selection of the best route depends onnirafiion that is not
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available outside the local AS. Indeed, in the first tie-kieg rule, the value of
the MED is only visible between neighboring ASs. In the secte-break rule,
if one eBGP route exists, the iBGP routes are removed fronsideration. The
outcome of the IGP metric rule depends on the internal IGP altscation pol-
icy of the considered domain. This information is usuallyfadential. Although
some researchers have ugetteroutesto infer the IGP costs of internal links in
transit ISPs [SMWO02], their accuracy appears to be limiigd $V03]. In the final
tie-breaking rule, we must know the Router-ID or the IP adskes of the involved
routers, if the implementation relies on this informatigkgain, this is often kept
secret by network operators. On the other hand, if the fieabteak keeps the
oldest route, this decision is non-deterministic.

Since the tie-breaking rules are widely used in the BGP reatection, it is
hard for an AS to evaluate how the traffic will enter the AS. Btorer, this also
shows that the ASs often receive routes with the same AS4Batith for each
destination prefix. We can already guess that this will infagethe efficiency of
AS-Path prepending. By increasing the length of the AS-Ratla route to one
provider of a dual-homed stub, the route announced throlghother provider
is preferred by all ASs that used the tie-breaking rules li tlestination. Con-
sequently, a lot of incoming routes are likely to move to thef@rred provider
because the tie-break is used for more than 30% of the routes.

4.5.3 Evaluation of AS-Path prepending

The aim of this section is to generalize our observationfiercontrol of the routes
entering our experimental AS with AS-Path prepending. &foee, we perform
simulations with the topology described in Section 4.5.hjcl captures a large
portion of the real Internet. In the simulations we are nwitied to a single dual-
homed stub. We can obtain results similar to [QPBUO5] fohedual-homed stub
in the topology. For each dual-homed stub, we study the us&d?ath prepending
to control how the other ASs reach the stub.

We rely on dual-homed stub domains to easily evaluate thadtgf prepend-
ing on the distribution of the routes on their two upstreawvjaters. These stubs
represent 82% of the multi-homed stub ASs in the considengdlagy. The 5841
dual-homed stubs consist of more than 39% of the ASs in theada®th topology.
Single homed stubs are not considered since they do not hayessibility to en-
gineer their traffic on multiple interdomain links. Stubgiwinore than 2 providers
are less frequent. We do not consider them in this study Isecius difficult to
present graphically the simulation results for such mhdtined stubs.

We use the simulation model presented in Section 4.5.1. &t eonsidered
stub, we determine how it is joined by all the other domaingrvho prepending
is used. Then we compute for each stub the distribution ofptites via their
two providers. We call it the “default” distribution. Thigstribution is plotted
in Fig. 4.8. To present the results graphically, we definedraering among the
providers. Each of our stubs has a well connected provideraaless connected
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provider. To determine what is the less connected provitlardual-homed stub,
we associate to each domain a ranking based on the folloveiggeds: the number
of providers of the domain, the number of peers and the nurobeustomers.
This ranking is a lexicographic order otvfum_prov, num_peer, num_cust))
to define the importance of a domain. This ordering has onepgian for tier-1
domains in the core that do not have providers. When two dwsnla@ave to be
compared, if one is in the core and the other is not, the donmathe core is
considered more important. Otherwise, the domain whichnhaie providers is
more important. If the number of providers is equal, we compghe number of
peers, then the number of customers if required.

On the x-axis of Fig. 4.8, we show the percentage of pathsctiosts the less
connected provider. The y-axis of Fig. 4.8 shows the numbstubs which have
the same distribution of paths. We can observe that whenemepding is done,
there is no clear tendency in favor of one of the two provid8@me stubs receive
most of their interdomain paths via their most connectediges, others receive
the same number of paths via each provider, while some stagks/e most of their
paths through the less connected provider.
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Number of stubs
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Percentage of paths on less connected provider

Figure 4.8: Default relative distribution of paths on thesleonnected provider.

We then perform simulations where each dual-homed stubtsally prepends
the AS-Path toward its less connected provider and towardnitre connected
provider. For each stub and for each of their providers, we thgee different
amounts of prepending: 1, 2 and 7. The results of these dimugaare shown in
Fig. 4.9. The top plot shows the impact of prepending towénddess connected
provider while the bottom plot shows the impact of prepegdiswards the most
connected provider.

The first important result that one can draw from these sitiula is thatthe
effect of prepending is coarseOn average, prepending once toward one provider
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already moves a large fraction of the paths away from thisiger. The granu-
larity of AS-Path prepending is thus extremely limited. Sd@s$ interest for traffic
engineering.
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Figure 4.9: Percentage of paths on the less connected previm various amount
of prepending.

The second conclusion one can draw from these simulatidhatihe marginal
benefit of prepending decreases quickly One can see that prepending once
moves a lot of paths. Prepending twice still moves a lot ohpaway. But the
difference is minor between prepending twice and prependitimes. Further-
more, prepending too much can be a problem because inflatd?b&£S require an
increased amount of memory in routers.

Third, the efficiency of prepending is highly uncertainand depends on the
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location of the stub’s providers as well as the relationstilpat these providers
have with other domains. There are stubs for which paths eamdved easily
from one provider to another, other stubs for which it is @ag move path from
one provider to the other than the other way around and eués &r which a very
large part of the paths cannot be moved independently ofttoeiat of prepending.
We further examine a few cases that happened in our simulatialy to clar-
ify how the topology and business relationships influenee dfficiency of AS-
Path prepending. Fig. 4.10 presents two different stubs ftioee topology we
have used and shows how the connectivity of their providerssttain the effi-
ciency of prepending. First, on Fig. 4.10(a), the s&88748 has two providers,
AS3786 andAS4766 which have a similar connectivity. They both have many
customer-to-providerelations with domains in the core. The default distribatio
of incoming paths on the stub’s access link is thus balanapgroximately 50%
is received through each provider. This is due to the sindistance of the stub
to the rest of the Internet through both providers. When gmédmg is used once
towardAS3786, the percentage of paths which reach the stub through iedses
to 10%. This is explained by the distance of the stub whichldquibecomes longer
through provideiAS3786 making the alternate path preferred. When prepending
twice, this percentage falls to nearly 0%. The behaviormslar when prepending
is used towardAS4766. After prepending once, the percentage of paths through
ASA766 decreases to 3%. After prepending twice, it is close to 0%.

,‘
AS3786 AS4766 AS7066 \\‘
AS7843

AS3748
(a) (b)

Figure 4.10: Topology and policies impede on the AS-Patpemding efficiency.

The second example, shown in Fig. 4.10(b), shows a stub wigistproviders
of different importance. The less connected provid&7066 has a singleustomer-
to-providerlink to AS1239 in the core. It also has a few customers. On the con-
trary, the second provideAS7843 has threecustomer-to-providerelationships
with AS1, AS209 andAS701, all in the Internet core. It also has two other rela-
tionships with minor providers and a few customers. Here,défault incoming
path distribution is already unbalanced: 15% pass throAgh066 while 85%
pass througi®S7843. This is due to the choices of the domains in the core. They
select the shortest path to the stub and re-advertise ietodlients and peers. In
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this case, the efficiency of AS-Path prepending differs wihe&nused toward the
less connected provider or toward the more connected povidfter prepend-
ing once and twice towardS7066, the percentage of incoming paths received
through this provider becomes respectively 12% and neé&dy On the contrary,

it is not possible to move all the incoming paths away from dlteer provider,
AS7843. The results of prepending once, twice and 7 times give thewing
percentage of paths: 75%, 67% and 50%.

Another example is given in Fig. 4.11. Here, the stdB17049 is also con-
nected to two providers of different importance. The lessetted provider is a
priori AS6467 because it is not in the core while the other provide1239 is.
However,AS6467 has an excellent connectivity with domains in the core, such
asAS1, AS701, AS7018 and alsoAS1239. Moreover, these domains (except
AS1239) will prefer the routes learned froS6467 which is a customer over
the routes received froAS1239 which is a peer whatever th&S- Pat h length
is! This is why after prepending only twice towak£1239, there are already
no more paths passing through it. On the contrary, prepgniward the other
provider,AS6467, hardly moves a lot of paths. Even after prepending 7 tinies, t
percentage of paths which reach the stub throd@®6467 is still more than 58%.

Internet
core

AS17049

Figure 4.11: Topology and policies impede on the AS-Patheding efficiency.

4.6 Evaluation of Communities

Using the Communities attribute to perform incoming tra#figineering can pro-
vide a finer granularity than AS-Path prepending or seleaivnouncements. Al-
though the Communities attribute is widely used in the m@étoday as indicated
in our surveys [BQO3], its utilization for the purpose of aragring the traffic of
an ISP has not been studied yet. In [QTUBO4], we have showiritibautilization

of Communities for traffic engineering purposes relies ormdroc definition of
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Community values and on manual configurations of BGP filtengclv makes it
difficult to use and subject to errors. In addition Commuasitwith a local mean-
ing were often uselessly propagated to the entire Intefiftesolve these problems
a number of standard encoding of Communities have been gedpoRedistri-
bution Communities [BCH03] and Proxy Communities [AG04]. More recently,
we have published a measurement study of Communities-tefed engineering
performed from a single stub domain [QPBUO5].

In practice, it can be expected that those Communities willded to influence
the redistribution of routes towards large transit ISP$iwitarge number of cus-
tomers. Consider for example the case of YUCOM, a Europeattthmed ISP.
Like many other ISPs [SARKO02], this ISP has two major upstrgmoviders that
allow it to reach the entire Internet. Fig. 4.12 providesasel look at the tier-1
providers and peers on the basis of the BGP advertisemasised by the studied
ISP. In this figure, we show a small subset of the interdomajolbgy and the
number of distinct AS advertised through the three largestltISPs.

Figure 4.12: Part of the interdomain topology seen from YWCO

Fig. 4.12 reveals two interesting informations. First tetier-1 ISP provides
connectivity and thus announces routes towards a large ewofilAS. In total, the
three largest tier-1 providers announce prefixes from mwae 8500 AS. Second,
the studied ISP learns routes about more than 2000 AS attdohier-1 B via
its two upstream providers. By using Communities targeteth@se large tier-
1 ISPs, our ISP could influence the redistribution of its esuto a large number
of AS with only a few Communities. For example, the studie® kuld utilize
a single Community to request its first upstream providerriooance its local
routes with AS-Path prepending only towards tiel1The result of this modified
advertisement by the first provider will be that the traffiecntiog from AS attached
to tier-1 B would be received through the other provider.

This is a good news for Community-based traffic engineerifige classical
BGP Communities or the Redistribution Communities beingetiged by the
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IETF citedraft-red-comm-grow-00:200&n be used to achieve a finer control
on the incoming traffic than AS-Path prepending However, it should be noted
that they suffer from three important drawbacks.

The first drawback is that, given our limited knowledge oflthternet topology
and the routing policies used by distant A&ss difficult to predict the impact
of a given Community value For example, consider Fig. 4.13 and assume that
the stub AS attaches to its route advertised to ISP2 a Contynimdiicating that
ISP2 should not advertise the route to tier-1 B. In this ctisel B will not use its
link with ISP2 to reach the stub. From Fig. 4.13, tier-1 B wg#ind its packets to
either tier-1 C or tier-1 A. In the first case, the Communitediby the stub does
not have any effect on the packets received by the stub. émntire, the sources
that are downstream of tier-1 B will recompute their bestedo reach the stub
and some of them may use tier-1 C instead of tier-1 B to reagehttib while others
will utilize other paths. Given our limited knowledge of th@ernet topology, it
is very difficult to predict the decision that all those ASdlwake. Note that if
prepending towards tier-1 B was requested by the stub, then@mity would not
have any impact since tier-1 B prefers the direct routesveddrom its customers
over routes through its peers.

Figure 4.13: Influence of the topology and the businessioalstiips on the effi-
ciency of Communities.

A second drawback of the BGP communities is tiet impact of one Com-
munity on the incoming packet flow will depend on whether it isassociated
with other Communities or not. For example, consider the right part of Fig. 4.10.
Assume that AS17049 uses a Community to request AS6467 tanmaiunce its
route to AS701. In this case, AS701 may update its BGP routdsise its peer-
ing link with AS1 to reach AS17049 via AS6467. Thus, the Comityuhas no
effect on the packet flow as seen by AS17049. However, if thisraunity is used
together with a Community requesting AS6467 to not adwettie route to AS1,
then both AS701 and AS1 will probably use AS1239 to reach A397
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Finally, the last drawback of the utilization of Commundties that a typical
AS will need to choose amonglarge number of different Communities. For
example, consider the Redistribution Communities [B©H] that allow a stub to
influence the advertisement of its routes to the peers ofeigsg The number of
available Redistribution Communities depends on the nuobASs that are two
AS-hops away. For Belnet, there are 1729 distinct ASs at tBehAps.

In practice however, it can be expected that RedistribuGommunities will
mainly be used on customer-provider links. Fig. 4.14 shdwescumulative distri-
bution of the links at 2 hops for the multi-homed stub ASs ia tbpology from
[SARKO02], on January 9th, 2003. This gives us an idea of thebar of Redistri-
bution Communities that could be used by at a multi-homeh. stine first curve
(on the left) gives the cumulative number of multi-homedstwith a given num-
ber of links with providers at 2 hops. The second curve carxéne number of
peer-to-peer links at two hops. The third curve shows thebmurof links, at 2
hops, with customers that are single-homed. The last cugivesthe number of
peerings with single and multi-homed customers at 2 hopglantbtal number of
peerings at 2 hops.
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Figure 4.14: Importance of different business relatiopshat 2 AS hops from
multi-homed stub domains.

Twenty percents of the multi-homed stubs have more thatderiqys providers
at two hops. These stubs can 2$& = 1024 sets of Communities to engineer their
incoming traffic with Communities influencing the redistrilon of their route to-
ward providers only. Sixty percent of stubs have more thah IBks at 2 hops.
This implies that a a lot of combinations of Communities £x@sengineer the
traffic of these stubs even if we exclude the Communitiesetarg single-homed
customers since this traffic cannot be moved with RedidiabhuCommunities.
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4.7 Approaches not relying on tweaking BGP

In addition to the traffic engineering techniques that weehdigcussed in the pre-
vious sections, there are other proposals to control tieedomain traffic that do
not necessarily rely on tweaking BGP attributes.

Afirst example is the utilization afnd-systems-based overlay networksuch
as RON [ABKMO1]. In those approaches, overlays are estadaidetween end-
systems based on collected measurements. The overlay lsnirapted by using
IP tunnels. These approaches require that end-systems diéedo In addition,
these approaches require the establishment of a large naftomnels since they
work at the level of flows or source/destination pairs. Awrotsimilar approach
is the Detours proposed in [SAZ9]. Detours also relies on tunnels established
between routers and assumes that end-systems are abledbthel appropriate
detour router.

In [GCLCO04], a load-balancing system baseddymamic Network Address
Translation (NAT) is proposed and evaluated. The source addresses of outgoing
packets are translated to one of the external addresses A odk connected
to multiple providers. The external address chosen by tag-lmlancing system
depends on which link the returning traffic is assigned. H®yistem allows to
control the incoming and the outgoing traffic for small eptexe networks. The
offered control is fine-grained since it can be done at thellef/layer-4 flows.

In addition, there are also proposals to bring drastic cearg interdomain
routing. Forinstance, th@verlay Policy Control Architecture (OPCA) [ACKO03]
considered the use of a separate protocol to carry confwhiation. The idea ly-
ing behind OPCA is to separate routing and routing policyisTéads to using
another protocol in an overlay network to handle changesuting policy. The
applications of such an architecture encompasses imgrokatime of route fail-
over as well as allowing multi-homed stubs to control the@@ming traffic.

Finally, [Yan03] proposes Blew Internet Routing Architecture (NIRA) to
allow hosts to select the transit ISPs used to reach a diistinaNIRA includes
methods that allow individual hosts to discover the topglog. the existing routes
to the destination, as well as to discover the availabilitthese routes, i.e. whether
they can currently be used or not. [Yan03] discusses thderiggs of designing
and deploying such a new interdomain routing protocol. Aeo&approach is de-
scribed in [KKW"03] where the BANANAS framework is proposed. This frame-
work aims at providing means of exploiting the multiplicity paths available in
the Internet.

4.8 Conclusion

In today’s Internet, ASs often need to control the flow of theferdomain traffic,
for cost or performance reasons. In this chapter, we haviaiexg why it is diffi-
cult for an Autonomous System to control the flow of its incogtraffic with the
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current Internet architecture based on BGP.

We started with a survey of BGP-based traffic engineeringriecies. We
have shown that these techniques rely on influencing theidagbrocess of BGP
routers. We distinguished the control of the outgoing ttdfiom the control of the
incoming traffic. Both techniques are different in that tihhegnipulate different at-
tributes of the BGP routes, but also due to the scope of thiéireince. Techniques
focusing on the outgoing traffic rely on decisions taken byFBGthe local domain
while techniques trying to control the incoming traffic néednfluence the BGP
decision process in distant domains, which is far more diffic

We summarize our conclusions in Table 4.3. We show for eachntque
which direction of the traffic it can control {2 column) as well as the scope of
the technique (8 column). The remaining columns indicates different qiesipf
the techniques. Firstly, we indicate if the techniqu@iisdictable i.e. if its rout-
ing impact can be predicted. Indeed, to accurately cortieflow of its incoming
packets, an AS should be able to predict which route will Hecsed by distant
ASs. Secondly, we indicate if the techniqueSisalable i.e. if the technique can
be used given the number of routes in the Internet today arekfiected growth.
Thirdly, we indicate if the method Robustthat is if it does not impede the current
robustness of the interdomain routing system. The lastmolgives comments on
the efficiency of the technique.

The BGP-based techniques available to control the outgiaftic work by
influencing the routers in the local domain. All these teghes are deterministic,
scalable and robust.

The conclusions for the BGP-based techniques considenamgtoming traf-
fic are more variate. First, the selective announcementsi@reobust since the
failure of an access link will cause the complete withdragfadome prefixes. The
announcement of more specific prefixes is not deterministaest is sensitive to
filtering by distant ASs. In addition, this technique is nodlable since it increases
the number of prefixes in the BGP routing tables. The MEDattdé can only
be used to control the traffic received over multiple linkshwa neighbor AS. In
addition, this technigue requires an agreement with thghheir AS. Finally, us-
ing the MED attribute might lead to oscillations difficult debug [GW02a], so its
robustness is questionable.

We showed by simulations that AS-path prepending, althaughdely used
technique, provides a too coarse and non predictable ¢amtrihve incoming traf-
fic. This prediction is difficult for two reasons. First, ourdwledge of the Internet
topology and the routing policies is incomplete. Secondnevith a detailed topol-
ogy, it would still be very difficult to predict the outcome thfe tie-break rules of
the BGP decision process. In practice, AS-Path prependindpe used to indicate
that a backup link should be avoided whenever possible tlwtifficult to use it
to balance the incoming traffic.

An alternative approach is to rely on techniques based aria@GP commu-
nities [QTUBO4, AG04]. Those techniques provide a finer pardn the incoming
traffic. Unfortunately, they are difficult to use in practidee to the incomplete
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Sel. announcementyg In Internet v Not robust to access link failureg.
More spec. prefixes| In Internet v' | Sensitive to filtering
MED In Neighbor(s)| v | v | (v') | Requires bilateral agreement(s
AS-Path prepending In Internet v v' | Limited granularity (given the
diameter of the Internet). Impac¢
difficult to predict.

Communities In Internet v v' | Impact difficult to predict. Large

search space.
Non BGP-based approaches \
RON, Detours | In/Out Internet v v" | Require modifications to end
systems. Rely on a large numb

of IP tunnels.

NAT In Internet | v Target multi-homed enterpris
networks. Poses problem whe
one access link fails.

New architectures | In/Out Internet | v | V v | Difficult to deploy in the current
Internet.

Table 4.3: Summary of traffic engineering methods.



4.8. Conclusion 123

view of the whole Internet that an operator has and to the amaidrial explosion
of possibilities given the number of distinct BGP commuastthat an AS can use.

Based on our analysis, the current BGP-based techniquesmteppropriate
to control the incoming packet flows. Changes to the Inteaingtitecture are thus
necessary to achieve such control. Different alternatiehitectures have been
proposed in the literature such as OPCA, NIRA and BANANAS,thase archi-
tectures require that all the BGP routers in the Internetgmated which would
require several flag days. The same conclusion can be dranentbsystems-
based alternatives such as RON or Detours, since they wegldre that all the
endsystems be updated. In addition, these end-systeraed-approaches scale less
since they work at a finer granularity (flows or source/desiim pairs). Finally,
we do not consider the NAT-based system to be applicablafgelstub ASs such
as broadband access providers. NAT-based systems arethagsmall enterprise
networks. In addition, they pose problems when an accekstinnected to the
NAT-box fails since the DNS must be updated.

Therefore, we can conclude that no technique can be useylbydalarge stub
domain to control its incoming traffic in a fine, scalable anedictable way.






Chapter 5

Cooperative Traffic Engineering

5.1 Introduction

In this chapter, we propose a novel approach to allow a stulboA®ntrol its in-
coming traffic in adeterministic manner. Moreover, it iscalableand can be
deployedin the Internet today with little effort. Our approach relien the es-
tablishment ofVirtual Peerings between cooperating ASs A Virtual Peering
allows a destination AS to request a source AS to send itsetmeka a chosen
ingress router in the destination AS. Our solution can bel lseASs willing to
load-balance their incoming traffic, use low-latency patfigh-bandwidth paths
or even to decrease the cost of their interdomain traffic. aa$ on stub ASs such
as content-providers, enterprise networks and broadbzsesa providers that pro-
duce and sink most of the traffic in the Internet. Though olutim could also be
used in the case of transit ASs, controlling the incominffitran large transit ASs
is a different problem that is outside the scope of this thesi

Our solution slightly modifies the BGP protocol. To ensurat tthose modi-
fications can be deployed incrementally, we do not requassit ASs to support
our extensions. The only affected routers are located mithé cooperating source
and destination. This is a key contribution of our solution.

Virtual Peerings can be used to achieve various types didrafgineering
objectives such as balancing the load of traffic, prefertivglowest delay paths,
the highest bandwidth paths or reducing the cost of traffice ilvestigate the
utilization of Virtual Peerings to solve two different tfiafengineering problems.
The first problem examined, Izalancing the load of traffic received by a stub
domain on its access link. As described in Chapter 1, thédraffa multi-homed
stub domain is often unbalanced. When a stub AS is conneotégd transit
providers it may, depending on the BGP configuration of its/joters, receive 80
or 90% of its traffic through one provider. This imbalance resd to congestion
and packet losses on the access links. To avoid this congestiub ASs need
to move some incoming traffic flows between providers to obtabetter traffic
balance.

125
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The second problem examined is thedection of paths with a better qual-
ity. As BGP does not use any metric besides the length of the AS[REPT02,
BNCO02], the choice it makes is seldom the best when anoth& iQetrics mat-
ters. There are cases were two ASs would like to rely on anetietric such as
the delay or the available bandwidth to perform their roeleion. For instance,
two ASs may want to select the interdomain path with the Idwegsncy between
\VoIP gateways. Another example is the case of two NationgeReh and Edu-
cation Networks (NRENS) which host laboratories that mushange huge data
files such as telescope images. They might want to find the that has the largest
available bandwidth to proceed to the file transfer. The sageirement applies
to GRID computing where large volumes of data must often lob@xged between
centers that own computation power. In Section 5.5, we facuthe selection of
paths with the smallest delay.

The chapter is organized as follows. First, we introducedati®n 5.2 the con-
cept of Virtual Peerings and we give a brief sketch of the psal approach. In
Section 5.3, we present the architecture in more detailsdéfiae the components
involved in the Virtual Peerings and the messages they exgghaAt the end of
Section 5.3, we discuss three important technical issl&®d:to Virtual Peerings:
security, robustness and deployment. We show that thesesissain be overcomed
with today’s Internet. In Section 5.3.7, we present a sitimastudy that we per-
formed to evaluate the benefit of Virtual Peerings in term athpdiversity. In
Section 5.4 and Section 5.5, we evaluate the utilizationidfigl Peerings for two
traffic engineering objectives: load balancing and latereduction. Finally, we
conclude in Section 5.6.

5.2 Virtual peerings

Today, a common method used by ASs to engineer the flow of ithieirdomain
traffic is to establish peerings with other ASs [Bar00]. Tehadditional peerings
provide diverse routes to the AS, increasing its path dityeesnd the chance to
get better routes towards some destinations. Those peaiegestablished either
through direct private links between the two ASs or over aargonnection point.
An eBGP session is used over the peering link to advertisgibkxes that are
reachable via each AS. BGP peerings are established martyathanging the
routers configurations by hand. However, manual operatoesrror-prone and
slow [MWAO2]. In addition, the time of establishment of a npeering is often on
the order of magnitude of several days or weeks.

We propose to solve these problems with Virtual Peeringsctwhutomate
the establishment of BGP peerings between cooperating Adésxend them to
distant ASS. Virtual Peerings allow an AS to control the ingress poirgdiy
a non-adjacent AS. Therefore, Virtual Peerings represel@terministic solution

!Note that some ASs already establish peering relations mathadjacent ASes by relying on
L2VPNs (see [BPO5, LINO6], for example)
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to the control of an AS’s incoming traffic. Virtual Peeringse aestablished by
cooperating ASs based on the current traffic load or anotiogrepty. We expect
that the establishments and removals of Virtual Peeringjoagur on a timescale
of at least a few hours.

A Virtual Peeringis a peering built on a dynamically established uni-diatai
IP tunnel between two cooperating, but non-adjacent, A&s flinnel is used by
the source AS to send packets to the destination AS via a Bhogeess router in
the destination AS. To control these Virtual Peerings, wippse to place, inside
each cooperating AS, \drtual Peering Controller(VPC) that will be responsible
for the establishment and maintenance of Virtual PeeriAggPC can for example
be a dedicated workstation or a stand-alone BGP router.

Various types of IP tunnels can be used to carry the packetseovirtual Peer-
ings. The simplest solution is to use IP-in-IP encapsutaf®im95] or Generic
Routing Encapsulation (GRE) [FLF0O0] tunnels. Those solutions have a low
overhead (20 bytes for IP-in-IP and 24 bytes for GRE) and apparted by most
routers. Two other possible types of tunnels are Layer Twonéling Protocol
(L2TP) [LTGO5] and IPSec [Ken05] in tunnel mode. L2TP is oftesed to pro-
vide Virtual Private Network (VPN) services, but its ovealdas larger than GRE.
The main advantage of IPSec would be its authentication aay/ption facilities
that could be used to protect the Virtual Peering.

In the past, IP tunnels have often been criticized becaugheotost of en-
capsulating/decapsulating packets and the risk of fragatien. We would like
to point out that those are not operational problems anymbligh-end routers
are now capable of supporting line rate encapsulation acapdelation, either on
the normal interfaces or by using special interfaces [Net84cond, with Packet
over SONET/SDH links that are widely deployed by ISPs, theiktam Trans-
mission Unit (MTU) is less stringent as it was earlier. Farthore, almost all TCP
implementations support PathMTU Discovery (PMTUD) [MD%id the tunnel
head-end could also perform PMTUD on the tunnel itself.

Another common type of tunnels used by ISPs are MPLS [DRGG]els. For
Virtual Peerings, MPLS would offer a lower overhead as wslfast restoration,
bandwidth reservation and traffic engineering capalsliti®€)nfortunately, those
advantages come at a price: the transit domains must sugpi$ and must allow
other domains to use RSVP-TE [AB®1] to establish MPLS tunnels through their
own network. While many large ISPs use MPLS inside their nétw they are
often reluctant to let their customers or peers send RSVIRig&sages to establish
MPLS LPSs through their network.

To understand the operation and the usefulness of Virtugtimygs, let us con-
sider the simple network shown in Fig. 5.1. In this networkswane thatASD
would like to balance over its providers the traffic receifienn the two sources
AS1 andAS2. As the two sources are attached to the same provider, ndithe
Path prepending nor redistribution communities [QTUBO4juld allow ASD to
control its incoming traffic.

As the access router &SD is attached to two provider®1 andP2, another
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Figure 5.1: Sketch of the approach

solution is possible. When a provider establishes a link wite of its customers,
it usually allocates two IP addresses on this link from onigsadwn CIDR blocks.
The first one is for its own router and the second one is for déer on the cus-
tomer side. A consequence of this common practice is thaat¢hess router of
ASD can be reached via two distinct IP addresses: 1 andP2. 1. AsP1.1
belongs to the CIDR block advertised By, any packet sent on the Internet with
P1. 1 as destination will reach ASD vigl. Based on this findingASD can bal-
ance its incoming traffic provided that it can convin&®l (resp.AS2) to send all
the packets whose destination belongd$®inside an IP tunnel that terminates at
P2. 1 (resp.P1. 1). This tunnel can be established without any cooperatiom fr
the transit providers. It is transparent feit, P2 andP3 and entirely controlled by
AS1 (resp.AS2) andASD.

5.3 Architecture and protocol

Multiple components are involved in the establishment gmefation of a Virtual

Peering, as shown in Fig. 5.2. First, the two autonomougsysthat will establish
the Virtual Peering: the Requester AS (RAS) and the Sourcé€SAS). The RAS is
the AS that is willing to control its incoming traffic. One d&$irouter will terminate
the tunnel that will originate in one router of the SAS. Bdtke RAS and the SAS
can be networks composed of several BGP routers. There reust least one
Virtual Peering Controller (VPC) in each SAS and RAS. The ¢R& responsible
for monitoring the network and establishing the requiredl Peerings. In order
to monitor the traffic, VPCs are linked to a measurement stfteture such as
[VEO4]. In addition, VPCs will collect the available eBGPRutes from the border
routers. In a full-mesh iBGP, the VPC will typically have &GP session with all
the routers in the domain. Solutions such as BMP [Scu05] engbdr'sexternal-

bestcould be used in the future to increase the number of eBGRsdaarned.
VPCs can be dedicated workstations or stand alone BGP soufeue to their
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central position in an AS, it would be natural to implemerg ¥WPC features on
BGP route-reflectors.

AS2
SAS (stub)

7
sy 10.0.0.0/8

RAS (stub)

Figure 5.2: Interdomain network topology

To initiate the establishment of Virtual Peerings and tdexge the parameters
between the involved VPCs, a protocol is required. Instefadefining a new
signaling protocol, we propose in this chapter to rely ondineady deployed BGP
protocol as a mean to exchange Virtual Peerings requests. rddson for this
choice is that such a protocol requires few modifications @&PBand that it can
be deployed incrementally. Our extensions solve the foligwssues. First, the
VPC in an RAS must learn the IP address of the VPC in the SASoreedhe
VPC in an RAS needs a secure mean of requesting from a VPC imeateeAS
the establishment and removal of Virtual Peerings. Thea,MRC in the SAS
must communicate with the border routers of its AS in ordesetiuip the requested
tunnels. Finally, routes must be distributed inside the 8A&der to advertise the
tunnels.

5.3.1 Advertisement of VPC addresses

The Virtual Peering Controller Advertisement (VPCA) is used to advertise the
IP addresses of the VPCs that serve the SAS. Indeed, to tahaesstablishment
of a Virtual Peering with the SAS, the RAS needs to know thed&ress of the
SAS’s VPC. If a small number of ASs want to use Virtual Peegjrijese addresses
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could be distributed in an offline manner, by e-mail or by ottmeans. However,
as the number of participants grows, an automatic solutitiroe/required.

We propose to distribute the SAS’s VPC IP address inside B Bipdate
messages originated by the SAS. The VPC IP address is enao@dettansitive
extended community value. The extended community attilsian optional at-
tribute supported by all BGP implementations. It is alreadgd to encode various
types of optional information [STR06]. We define the VirtiRderings extended
community that contains the IP address of the VPC that ioresple for the asso-
ciated prefixes and a set of bit flags indicating the typesrwuidis that can be used
to establish a Virtual Peering. For redundancy reasons, &rduld use several
VPCs. In this case, it simply attaches several Virtual Pggrextended communi-
ties to the BGP routes that it originates.

In the example of Fig. 5.2, the BGP routes towards the prefiR. 0. 0/ 8
advertised by the RAS will contain the IP addrésdl. 1. 9 in the Virtual Peering
community. The BGP routes advertised by the SAS for prafig. 0. 0/ 8 will
contain2. 0. 4. 17, the IP address of the SAS's VPC.

5.3.2 Establishment and removal of Virtual Peerings

To request the establishment of Virtual Peerings, someagessnust be exchanged
between the RAS’s VPC and the SAS’s VPC. Instead of definingwasignaling
protocol from scratch to establish the Virtual Peerings,use a multi-hop eBGP
session between the two VPCsThis session is used by the RAS’s VPC to send
messages to the SAS’s VPC. We call this session the VirtugimeSession. The
messages exchanged over a Virtual Peering Session areapatgated to other
BGP routers.

Two types of BGP messages are exchanged over a Virtual Begsession:
Virtual Peering Establishment and Virtual Peering RemovalVirtual Peering
Establishment (VPE)is a BGP Update message sent in order to request the es-
tablishment of a Virtual Peering or to change the parametieas existing Virtual
Peering. The VPEs sent by the RAS’s VPC over the Virtual Rgesession must
contain both the destination prefixels 0. 0. 0/ 8 in the case of Fig. 5.2) and the
information required to establish the tunnels including tbnnel tail-end. This
information can be encoded by using the tunnel Subsequetite&s Family Iden-
tifier (SAFI) proposed in [NKTWO05]. This proposal defines antgpe of address
family that allows to attach tunnel information to the adiged prefixes. The
encoding proposed in [NKTWO05] allows to specify the pararefor different
types of tunnels. For example, a tunnel route indicating &@®nel can con-
tain the required key and the session ID [Dom00] while a tunmate indicating
an L2TPv3 tunnel will contain the required cookie. Furthere) several types of
tunnels can be attached to each tunnel route. When admgrtishnel routes, a

2We do not describe the details of a BGP session establishimgntefer the reader to the BGP
specifications [RL0O4]
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VPC may request distinct Virtual Peerings by advertisinffiecent prefixes with
different associated tunnel tail-ends.

A Virtual Peering Removal (VPR) is a BGP Withdraw message sent in order
to shutdown an existing Virtual Peering. The VPRs sent byRAS’s VPC only
contain the prefix for which the Virtual Peering must be sbuid and concern the
same address family. When a VPR is received by a VPC, it ctnthe tunnel
head-ends to shutdown the tunnels for the given prefix.

5.3.3 Distribution of Virtual Peering routes within the domain

The distribution within the domain of routes learned thilotige Virtual Peering is
done by mean of &irtual Peering Tunnel Route (VPTR). A VPTR is a normal
BGP Update message that the VPC sends to the border routedeinto distribute

the tunnel routes received in a VPE. The VPTRs are sent oeegehuine iBGP
sessions that the VPC has established with the border solach VPTR contains

a prefix a tunnel tail-endand the type of tunnel requested. The VPTR uses a
different address family, so that both the normal IPv4 askke and the tunnel
routes can be advertised over a single BGP session.

The selection of the best border routers to serve as theaVPeering head-end
in the SAS could depend on how the SAS wants to optimize igsdaimain traffic.
In practice, this decision will be taken by the VPC. Two agattes are possible. In
the first approach, the VPC itself can learn the eBGP routes/kiby each border
router. Since it has an iBGP session with each border rotlitisr,is easy. The
VPC can then measure the quality of each eBGP route base@defpred criteria
by requesting each border router to perform latency andveitid measurement
using a technique such as [Sys04]. For instance, it can meefselilatency of the
routes or the maximum bandwidth available along the rougsed on the result of
the measurement, the VPC can then select the most appeobdeter router.

The second approach consists in establishing multiplegisnihe VPC must
then select multiple border routers that will serve as tuhead-ends. This ap-
proach is interesting if the SAS has multiple peerings vigtproviders, located at
very distant places. In this case, it can be interesting tigpsiinnels departing at
each of these peerings in order to favor hot-potato routing.

Upon reception of a VPTR each border router determines whéthas a best
eBGP route to reach theinnel tail-endin its BGP routing table. In that case,
the border router can serve as a tunnel head-end for thetpassat towards this
prefix For instance, in the example of Fig. 522 has learned fronAS Y an
eBGP route towards the prefix of the tail-end rou®dr2. The routerR12 has
the IP addres40. 0. 0. 12 that belongs to the prefix0. 0. 0. 0/ 8 originated
by AS Z. Once the tunnel is established, the border router adeertiga iBGP
a new route indicating that it can reach the destination>gre@é. 1. 0. 0. 0/ 8.
This route has an higher Local-Pref to force other iBGP rwigh to prefer it over
routes received outside of the Virtual Peering. The AS-Béathis advertisement
contains the AS-Path of the route that the border router tsesach the tunnel
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tail-end, i.e.Y: Z: 1. If there are no eBGP routes to reach the tunnel tail-end (thi
may be due to BGP policies), the border router will not sesva aunnel head-end
for the packets sent towards this prefix.

We assume that in a typical IP network, only a fraction of tbeder routers
will be able to serve as tunnel head-ends. This could for @kamepend on the
type of interfaces installed on each router. To allow the t®&now the routers
that are capable of establishing virtual peering links, w®&uane that each router
indicates in the IGP link state packets that it originatesttipes of tunnels that it
supports, if any. For 1S-1S, this can be encoded by usingdpalaility TLV defined
in [VSAO06]. Based on its link state database, the VPC can dasily determine
the capabilities of all the border routers inside its AS.

5.3.4 Security considerations

From a security viewpoint, the Virtual Peerings approaappsed in this chapter
exhibits two major issues. First, the VPCA message adesrtis the global Inter-
net the IP addresses of the VPCs attached to a prefix. If ackattaould modify
the content of the Virtual Peerings extended communitieBG# advertisements
passing through a (transit) router, it could redirect \AttBeering requests to an-
other machine. This could lead to traffic redirection atkacklowever, it should
be noted that if an attacker is able to modify BGP messagesy nypes of at-
tacks are possible with the standard BGP that is deployea/tdd order to avoid
this problem, the best solution is to use one of the BGP eixteagproposed in
[Whi03, KLSO00], that allow to authenticate BGP advertisatse If those exten-
sions cannot be used, a possible solution is to ensure t#? thddress of the VPC
belongs to the advertised prefix.

A second issue is due to the VPEs. When receiving a VPE, a VBGI&gh
be able to verify that the RAS is authorized to advertise éhm®fixes and tun-
nel tail-ends. Otherwise, an attacker could easily retlpackets sent by the SAS
to its premises instead of a tail-end in the RAS. This vetiiicacould be based
on publicly available address allocation registries sustARIN or RIPE. Sev-
eral major ISPs, notably in Europe, already use those dsealia filter the routes
advertised by their peers and customers. Those techniguesalso be used by
VPCs. In the long term, the BGP security extensions beingldped by the IETF
[Whi03, KLS00] will address this problem.

5.3.5 Deployment

Our rationale for designing the protocol described in teigtion was to make pos-
sible an incremental deployment. Since the protocol do¢setuire modifica-
tions in the intermediate ASs, two domains can start to usenegotiate Virtual
Peerings. Moreover, inside a single domain, only a subs#teoborder routers
must be updated in order to support the VPTRs. In additioa,M\RC can ini-
tially be implemented in a separate workstation and lateddygloyed inside a
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genuine BGP router or route-reflector. Finally, while theMB&ecurity extensions
[Whi03, KLS00] have not yet been deployed in the global Imé&tr it would be

easier to use them between VPCs as there will be fewer VP@snihranal BGP

routers and the VPCs do not redistribute the VPESs receivedtbe Virtual Peering
sessions to other ASs.

A possible deployment scheme would be to initially stamhgafirtual Peerings
between a small number of universities or research labserérd, the solution
can naturally be deployed by content and access providevelas

5.3.6 Robustness

Once the virtual peering has been established, it will be tsearry packets. Dur-
ing the operation of the virtual peering, several eventsamamur. First, the source
or the destination AS may wish, for any reason, to terminagevirtual peering.

This can be achieved by terminating the Virtual Peeringisesand indicating the
reason for the failure in the BGP NOTIFY message sent.

Second, failures and changes on the interdomain path fetldwy the virtual
peering from head-end to tail-end may affect its operatidn.cope with those
events, the tunnel head-end should use a failure deteativngo! such as Bidirec-
tional Forwarding Detection (BFD) [KWO06]. BFD can be used/arious environ-
ments and is able to detect both link failures and tunnelifed. Once BFD on the
tunnel head-end has detected a failure of the virtual pgetire tunnel head-end
should withdraw the iBGP routes that announced the prefe@shable via the vir-
tual peering. This withdrawal will force the other routefdhe AS to either switch
to another virtual peering tail-end that is still able toaleghe destination prefix or
a normal BGP route.

Another event that can occur is the failure of the Virtual ifegsession be-
tween the VPC in the RAS and the VPC in the SAS. This failure lmadetected
in the same way as a genuine BGP session, i.e. by relying onkEEP_ALIVE
messages. When the VPC in the SAS detects that the Virtuaingesession is
failing, it acts as if a VPR was received. It withdraws the \R&Tpreviously adver-
tised within the domain. One way to be robust to the failure &firtual Peering
session is to have at least two VPCs in each domain and sepératal Peering
session between them. Each VPC in the SAS will thereforewveeeV/PE for each
destination prefix and advertise the corresponding VPTRkedborder routers.
Each border router will receive two VPTRs. If one Virtual Reg session fails,
one of the VPTRs will be withdrawn, but the other will remairhis solution work
if the cause of the Virtual Peering session failure does fiettathe other Virtual
Peering session. If both sessions follow the same Inteméer they share the
same risks.

Finally, to avoid a single point of failure, a good opera#bpractice would be
to place two redundant VPCs in an AS.
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5.3.7 Evaluation

In order to show the potential benefit of using Virtual Pegsito exploit the routes
towards the providers of the destination domain, we peréatia simulation based
on real BGP routing tables collected on December 1st, 200théyRouteViews

[Mey05] and RIPE [RIPO5] projects. The routing table fromuReViews con-

tained 5,750,380 routes received from 34 different peemnsthé simulation, we
only considered the 32 peers that announced a full routiblg,tae. more than
140.000 routes. The RIPE routing table was collected by RREBD. It contained

1,641,618 routes announced by 11 peers. All these peersiaceth more than
140.000 routes. We summarize the datasets in Table 5.1.

| Dataset | Routes | Peers | Pairs | M-h stubs | M-h prefixes |
RouteViews | 5,750,380| 32 (34) | 496 6,402 29,575
RIPE RRCO0O0| 1,641,618 11 55 6,247 29,934

Table 5.1: Summary of RouteViews and RIPE datasets.

Among all the received routes, we identified, based on thepaifs, 6,402
multihomed stubs advertising 29,575 different prefixedtierRouteViews dataset
and 6,247 multi-homed stubs advertising 29,934 prefixeh®RIPE dataset. We
then considered all the pairs of peers present in each dafélsere are 496 dif-
ferent pairs of peers in the RouteViews dataset and 55 diffgpairs in the RIPE
dataset. We simulated a dual-homed stub domain connectbd selected peers.
For each simulated stub, we counted the number of differatiisdearned through
BGP towards all the considered destination prefixes. Weidenghat two paths
are different if at least the provider in the source AS or ttevidler in the destina-
tion AS are different. Note that if two paths are differetigtt does not mean that
they are completely disjoint.

We show the results of our simulations in Fig. 5.3. The figlnanss the distri-
bution of the number of different paths available when u$8&P routes towards
the destination domain and when using Virtual Peeringsalfahe destination pre-
fixes. On the x-axis, we show the number of different pathdave and on the
y-axis, the number of prefixes that could be reached with ¢theesponding num-
ber of paths. We show the median, thé"Igercentile and the 9Dof the number
of prefixes since this is a summary for 496 pairs in the caséi@RouteViews
dataset and 55 pairs in the case of the RIPE dataset. We ddily réfaserve that
there was few variation among the different pairs since tregntiles are close to
the median.

When looking at the BGP paths towards the destination AS)tineber of dis-
tinct paths is comprised between 0 and 2. If there is no phé#t,rheans that the
destination prefixes cannot be reached. This fortunatetyrscfor only a small
subset of the RouteViews dataset. This is probably due téiltees used by some
ISPs. If there is only one path, that means that the desiimatiefix was not reach-
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Figure 5.3. Path diversity obtained when multihoming to ®diews or RIPE
peers.

able through one of the providers. But most of the time, thstidation prefixes
were reachable through both providers. The number of dlailRGP paths can-
not be more than 2 since the simulated stubs are dual-honmedefbre, they only
receive a single route for each destination prefix from eaokiger. Moreover, it
is frequent that these paths merge at the same provider detftaation AS. The
path diversity is thus low with BGP even if there are two diiet paths most of
the time.

If we look at the routes that would be obtained by using VirReerings, the
path diversity increases a lot. Most destination prefixés6% for RouteViews
and 69.9% for RIPE) are reachable through at least 4 diffgratins. There is also
a significant number of destination ASs that are reachalbdeigin 6 paths (14.9%
for RouteViews and 14.5% for RIPE) or even more due to somgndg¢i®n stubs
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being more than dual-homed. The reason for the large majoirithe destination
prefixes having an even number of different paths is that dtliece stub is dual-
homed. The simulations show that using the routes towargrtbviders of the
destination domain brings out a lot of new paths. A rule oftbucan be derived
from this observation: the number of paths leveraged bygifPeerings id/ x IV,
with M (resp.N) the number of providers of the source (resp. the destimpsimb.

A similar study was performed in the framework of an evaluabf IPv6 multi-
homing solutions (see [dLBL03, dLQBO06]). With IPv6 multming, each end-
system receives several IPv6 addresses, one per providsrA8. By selecting
the address that it uses to reach a destination, each hogtdiegctly select the
interdomain path used. With IPv6, a deterministic contfdhe interdomain paths
is possible without using virtual peerings.

5.4 Incoming traffic balancing

In this section, we describe how Virtual Peerings can be tsbélance the load of
incoming traffic on the access links of a stub domain. To aeh#éegood balancing
of the inbound traffic, the stub AS needs to monitor the tra&azived on each ac-
cess link. This can be done by activating NetFlow on the braimlgers’ interfaces
and by collecting the traffic statistics in a dedicated wtatsn [VEO4]. Then,
based on the traffic statistics combined with an optimizaaggorithm, the stub
AS identifies the source ASs that must be moved. For eachsd8concerned, a
Virtual Peering is established. Through the Virtual Pegrihe destination requests
the source AS to encapsulate its traffic in a tunnel towardssaydated access link.

We show that this solution is feasible and that with a limiednber of Virtual
Peerings, it is possible to reach a near perfect load balaiites inbound traffic.
We conduct our evaluation in two steps. First, we simulagettaffic imbalance
on the stub that we want to optimize. Then, for each considsteb, we run an
optimization algorithm which determines the Virtual Pags that are required to
move the sources of traffic of the stub and obtain a bettembalaf its inbound
traffic. We describe these two steps in the succeeding ssctizen we present our
results.

5.4.1 Simulation scenario

We use a simulation scenario similar to that of Chapter 4edbas the Internet
topology inferred by [SARKO02] from real BGP routing tablestigered from mul-
tiple vantage points, mostly in the Internet core. The toggldates from February
10th, 2004 and contains 16,921 domains and 37,271 inteiddm&s. There is
at most one link between two different domains and each kpkasents the busi-
ness relationship that exists between the two domains iexis. The possible
relationships areustomer-provideandpeer-to-peer

We use C-BGP and model each domain as a single BGP router.af&ate
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the business relationships between the domains into gppbiicies configured in
each routers. These policies are composed of two parts. iBh@dirt enforces the
so-calledselective export rulfGao00] and the second part enforces the preference
that a domain has for routes learned over different relatj@ao00].

To ensure a good representativity, our simulations areopedd for a large
number of stubs. We consider 1000 dual-homed stubs, 10@br&dh stubs, 295
4-homed stubs, 101 5-homed stubs and 49 6-homed stubs. dinésponds to
29% of the multi-homed stubs in today’s Internet. Using CHB®e computed the
paths used by all the domains to reach the stubs we selectedcomputation is
done in a distributed manner, by considering one destimgirefix at a time, as
explained in Section 4.5.1.

5.4.2 Topological imbalance and traffic imbalance

There are two main structural causes to the imbalance ofnitreuind traffic re-
ceived by a stub domain. We call the first causettimological imbalance The
topological imbalance is an imbalance in the number of imdopaths reaching
the destination stub through each of its providers. Thisaliautice is due to the
routing decisions taken by BGP in the remote domains. Theitapce of the im-
balance depends on the connectivity of the stub domain arkdeopolicy routing
constraints. The consequence of the topological imbalenteat the sources of
traffic reach the destination stub through different pa#rscle different providers.

We show the initial topological imbalance seen by the stuhalas considered
in our simulation on Fig. 5.4. We define the topological inalvale as the maximum
number of paths received by a provider divided by the meanbeurof paths. For
instance, a dual-homed stub that is reached by 75% of itaumbg@aths through
one provider and 25% through the other provider has a tomabgnbalance of
% = 1.5. On the x-axis of Fig. 5.4, we show the topological imbalaacd, on the
y-axis, we show the cumulative fraction of stubs that seetineesponding imbal-
ance. The figure shows five curves. The upper one concernm@ehstubs. We
observe that nearly 50% of the 2-homed stubs have a topaldgibalance larger
than 1.6, meaning that these stubs have a provider thatesceiore than 80% of
the paths. For 3-homed stubs (the second curve), 50% of themditopological
imbalance that is larger than 2.1, meaning that these st@sdprovider that re-
ceives more than 70% of the paths. The succeeding curves thleotpological
imbalance for 4-homed stubs, 5-homed stubs and 6-homed. stedr 4-homed
stubs, the median topological imbalance is larger thanf@rd-homed stubs, it is
close to 2.7 and for 6-homed stubs, it is close to 2.8.

The topological imbalance must be combined withtifadfic imbalance That
is, all the sources do not send the same volume of traffic tdek&nation stub. The
distribution of the volume of traffic per source is usuallglily skewed. Typically,
a small number of ASs are responsible for a large fractiorhefreceived traffic
([QUPT03, UB02, FBRO3]).

To model the traffic distribution in this topology, we assigaffic on all the
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Figure 5.4: Distribution of the topological imbalance.

sources following a Weibull distribution with shape paréene: equal to 0.5. With
this distribution, about 1000 sources are responsible36&6 6f the traffic received
by a stub AS. This fits very well the traffic distribution shown[FBRO03] and

[UBQO3b] and the references therein.

We used those traffic distributions to weight the paths cdethby C-BGP.
Doing this, we obtained the distribution of the incomingdftcaon each of the con-
sidered 2445 stub domains. Fig. 5.5 shows the distributibttse traffic imbalance
among all those stub domains. We define the traffic imbalastieegtraffic volume
received by the most loaded provider divided by the meafidrablume. On the
y-axis, we show the cumulative fraction of stubs that haeedbrresponding im-
balance. Fig. 5.5 shows the traffic imbalance for stubs the¢ I2 to 6 providers.
We observe on the first curve that less than 25% of dual-hotuéed save their in-
bound traffic well balanced over their providers, that idwéh imbalance smaller
than 1.01. Moreover, more than 35% of dual-homed stubs hairalzalance supe-
rior to 1.2, which means that 35% of the dual-homed stubs baeeprovider that
receives more than 60% of the traffic. Among stubs that have@ders, about
60% have an imbalance larger than 1.2. Discussions with i&R=al that such
large traffic imbalances are common.

5.4.3 Selection of the Virtual Peerings

Searching for a better repartition of the traffic is an optition problem which
consists in allocating an access link to each source ofdrdffiis is a combinatorial
problem. The number of possible assignment&Vasources onl/ access links is
MN. For a dual-homed stub\{ = 2) and on the order of 15.000 sources, this
number is already huge. Several techniques can be usedvi® thid problem.
We choose to use Evolutionary Computing techniques [ES@Blemented with
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the help of the GAUL library [Adc04]. We choose an evolutipnalgorithm to
solve this problem because it is possible to extend it to suppultiple objectives
[Deb01] and this technique has already been applied to siiffezent interdomain
traffic engineering problems [UBQO3b].

Our evolutionary algorithm (Alg. 4) relies on a populatichiradividuals, that
is, a set of potential solutions that evolves in time. In oapuydation, an indi-
vidual represents a particular assignment of sheources on thé/ access links
of the destination. An individual is thus an arrély,...,ly_1) of N integers
0 < I; < M where eaclp; is the identifier of the access link used by soujce
to enter the network. We initialize the population with widuals that represent
the initial BGP situation, that is, an individual represetite access link used by
the N sources. In practice, a stub network does not need to knowmtirelomain
paths used by each source AS. It can use NetFlow on its bayd&rs and collect
the traffic statistics [VE04] to determine which source ASeseived over which
access link. Before starting the optimization, the algonitslightly perturbates the
initial individuals. In this way, we do not start with a poptibn of identical indi-
viduals. The perturbation of an individual consists in agptg the access link of a
randomly chosen source by a randomly chosen access link.

We fixed the population size, in an empirical manner, to tvitoe number
of considered sources. The number of considered sourcesnden the traffic
volume distribution. In these results, the algorithm cdess as many sources as
required to cover 95% of the total traffic volume. That)§,= 942 sources were
taken into account. During the evolution of the populatie, perform mutations
and crossovers. In our algorithm, a mutation consists imging the access link
of a randomly selected source (see Alg. 5). We refer the read&S03] for an
explanation of the crossover operation.

After each generation of the population, individuals at@eated with a fithess
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Alg. 4 Optimization algorithm
Let N be the number of sources
Let M be the number of access links
Let (I;)o<;j<n be the initial access link used by each source
Let (v;)o<;<n be the traffic volume sent by each source
1. /* Initialize population with2/NV individuals */
2. pop «— 0
for k=0t0o2N — 1do
pop «— pop U mutate((ly,...,In—-1))
end for
/* Evaluate fitness of individuals */
evaluate_fitness_pop(pop)
/* Main loop, each generation updates the population */
while (generation < MAXGEN) do
10:  /* Crossover with probability 0.1 */
11:  crossover_pop(pop)
12:  /* Mutation of individuals with probability 0.9 */
13:  mutate_pop(pop)
14:  [* Evaluate fitness of individuals */
15:  evaluate_fitness_pop(pop)
16:  /* Terminates if a good individual is found */
17:  if (3k : pop[k] satisfies termination criteriorihen
18: break
19:  endif
20:  [* Select best individuals based on fithess */
21:  select(pop)
22: end while

Alg. 5 Mutate individual(lg, ..., Iny—1)
1: /* Choose a random access link/

i =rand(M)
. [* Choose a random sourge*/
: j=rand(N)

. [* The new access link used by sourtes i */
. lj — 1

o UA WwN
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function. The fitness function used in our algorithm (Algn@@asures for an indi-
vidual the deviation that it causes in term of load balancirgrmally, in order to
measure the fithess of an individuglthe algorithm first computes the percentage
of traffic L; that would be received by each access lifkkhe configuration repre-
sented by individuak was implemented with Virtual Peerings. Then, the function
computes the L2 distance between the ve¢igy,., _,, and the equilibrium. The
equilibrium represents the case where each access linkes@ equal percentage
of traffic 1/M.

Finally, a selection is performed based on the fitness oViddals. The indi-
viduals that best fit the objective are kept while others &ealded.

Alg. 6 Compute the fitness of individuély, ..., [x_1)

1: /* Compute the load vectdiL; ), 5, */
:fori=0toM —1do -

I ZVj:lj:i vj
. ¢
(2

end for
. I* Compute the L2 distance from the equilibrium vector */

) 2
. fitness «— ZOSZ‘<M (LZ- — ﬁ)

Z()§j<N Uj

o ah w N

We show in Fig. 5.6 the convergence of the evolutionary dlgor for two
different domains. The first one is a 3-homed stub. The Irdistribution of the
traffic load is as follows: ISP1 receives 17.59% of the traffldle ISP2 receives
53.58% and ISP3 receives 28.82%. After 38 generations opdipeilation, the
algorithm has selected 30 tunnels to be established. Thesels lead to a new
distribution of the load which is as follows: ISP1 receive&s33% of the traffic,
ISP2 receives 33.80% and ISP3 receives 32.87%. This is tdbe objective by
less than 1% and the algorithm terminates.

The second domain is a 4-homed domain. The initial traffid isaas follows:
17.60%, 51.80%, 19.27% and 11.33%. The algorithm conveigesselection
of 55 tunnels after 55 generations. The final traffic loadritistion is 24.80%,
25.50%, 25.04% and 24.66%.

5.4.4 Results

We used this evolutionary algorithm to determine the VirReerings that each of
our 2445 considered stubs would have to establish to appragerfect balance
among its access links by less than 1%. This means that iratieeat a dual-homed
stub for instance, the number of tunnels required causestist loaded provider
to carry at most 50.9% of the traffic volume. Figure 5.7 repdiie cumulative

distribution of the number of Virtual Peerings establisbgall those stub domains
to approach of the perfect balance by less than 1%. We ob#watvé the case of
dual-homed stubs, the objective is reached with no more4iannnels for 90%

of the stubs. In the case of 3-homed stubs, no more than 42Itiare required to
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Figure 5.6: Convergence of the evolutionary algorithm f@-aand a 4-homed
stubs.

balance the traffic of 90% of the stubs. Finally, less tharub@els are required to
balance the traffic among the providers of 90% of the 4-homduks

We studied the sensitivity of the technique to the traffi¢rdigtion. We per-
formed the same simulation with a traffic distribution thaltdws a Weibull with
parametery = 0.25. In this case, the situation is really unfavorable : 3000c®u
ASs produce 95% of the traffic received by a stub. The reguttiaffic imbalance
is shown in Fig. 5.8 and the number of tunnels is shown in Fig. Fhe results
of this simulation reveal that the number of Virtual Peesimgquired to balance
the inbound traffic increases, but remains quite low. Witk 0.5, a near perfect
load balancing was possible with as few as 43 tunnels for 9D&eostubs. The
remaining 10% of the stubs require between 44 and 94 tunvéth.cc = 0.25, 43
tunnels allow a near perfect load balancing of 68% of thesstup to 80 tunnels
are required to cover 90% of the stubs. The remaining 10%eo$tibs still only
need not more than 148 tunnels to balance their inboundctraffi
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These results show that an inbound traffic engineeringrglgn Virtual Peer-
ings is feasible even with an unfavorable traffic distribntiMoreover, with Multi-
Objective Evolutionary Computing [Deb01] it would be pdssito determine the
optimal Virtual Peerings that minimize both the imbalanod the number of tun-
nels to establish. It would also be possible to combine laddnTing with other
objectives such as the latency reduction but we leave tHisrtger work.
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5.5 Latency improvement

By using appropriate Virtual Peerings, the source and nksbtn ASs may choose
to forward traffic over paths that better meet their QoS memménts. In this sec-
tion we focus on the selection of paths with the lowest ddiapnrder to select the
best path according to this metric, we need a mechanism thiitons the various
paths available to join the virtual peer. We need to measweeohe-way delay
along each available path. Measuring the RTT is not enougte gshe routing can
be asymmetric. Fortunately, standard solutions exist fi@-way delay measure-
ment that are discussed within the Internet IP Performanegid4 working group
[AKZ99, ST04]. One-way delay measurement equipment is alsdable in spe-
cific hardware [FGK01] as well as in routers [Sys04]. We can therefore consider
that measuring the one-way delay of available paths is plessi

In this section, we evaluate the utilization of Virtual FHegs to reduce the
latency of interdomain paths. For this purpose, we use agesimulation scenario
where we compare the delay along the BGP route selected hybadstnain to
reach another stub domain to the delay along the routes dndbe obtained with
virtual peerings. To perform this simulation, we cannoy i@h the same topology
as in section 5.4 since it does not contain the delays alaniinks. Moreover, the
topology used in section 5.4 contains a single router peraitom

At this time, there is no realistic Internet-scale topoleggilable that contains
delays. A possible solution could be to use a synthetic tmpol For instance,
BRITE [MAMBO1] makes possible the generation of two-levepologies (ASs
and routers) with delays. Unfortunately, BRITE does nottaomna model of the
interdomain business relationships. Another topologyegaior of interest is GT-
ITM. Its authors have presented in [CDZ97] a second versidimeir generator that
is supposed to support policies, but unfortunately, thisige is not publicly avail-
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able at this time. Finally, another generator called In€t[I0] provides topologies
with a more accurate degree distribution. However, it dagsdeal with business
relationships.

5.5.1 A two-level topology with delays

Since to our knowledge, no adequate Internet topology xise have built an
Internet topology that contains delays, IGP weights, mldtinterdomain links
and BGP policies. We used the AS-level topology inferred bipr@manian et
al [SARKO2] as a starting point. This topology contains ayéafraction of the
Internet domains as well as the business relationshipseestithem.

In order to build an intradomain structure, we used a comialedatabase
[max04] dated from June 2nd, 2004, that provides the gebgralpmapping (lati-
tude and longitude) between blocks of IP addresses anddosawvorldwide. The
database contains 1,837,457 blocks of IP addresses localdd,489 locations.
Based on this database, we were able to infer the points sépece of the do-
mains found in the BGP routing table. To identify the domé&iat tadvertises each
block, we used real BGP routing tables collected in the fraonk of the Route-
Views project [Mey05] at University of Oregon and dated frérabruary 10th,
2004. These routing tables contain 139,527 prefixes otigihlay 15,030 different
domains. For each point of presence, we have placed one iouke originating
domain.

Then, in order to build the internal structure for each damaie grouped the
closest points of presence of each domain in clusters usigrarchical classifi-
cation method using the euclidean distance metric. We atedell the routers of
a cluster together. Then, we connected all the clustergdhegeusing the closest
routers of each cluster. We thus obtained a two level intredo structure. Based
on the coordinates of the end-points of each link, we were &blcompute the
distance and thus the propagation delay along the link. diitiad to this, the IGP
weight that we assigned to links favors hot-potato routmthe sense that shorter
links are assigned a shorter cost than longer links.

For the interdomain links, we relied on the AS-level topglodror each in-
terdomain link found between two domains in this topologg added multiple
interdomain links in our topology. We fixed the maximum numbkinterdomain
links between two domains t& = 5. Then, the number of interdomain links
between two domains was computed by multiplying N by the sfzsach domain
and dividing the result by the square of the size of the ldrdesiain in the topol-
ogy. We added 1 to the result to make sure that there is at deastink. The
resulting topology contains 39,343 routers, 103,829 links and requires 480,14
BGP sessions.

%The resulting topology is available bt t p: / / cbgp. i nf 0. ucl . ac. be/ i t opo such that
other researchers are able to reproduce our results. Maisdebout the construction of the topol-
ogy are also available on the web site.
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5.5.2 Results

We then perform our simulation with C-BGP for a subset of t{28 multi-homed

stubs contained in the topology. To reduce the simulatiore tiwve conduct the
simulation for 2,068 multi-homed stubs randomly chosenragrbe 8,026 multi-

homed stubs. We show the results of the simulation in theemating figures. The
delays shown in these figures can be considered as minimatdbdor the real

delays, since we only take the propagation delay into adcaDther factors can
influence the end-to-end delay, such as limited bandwid#mgmission delay) as
well as congestion (queuing delay). In addition, each htqpduces a processing
delay which is not taken into account here. Neverthelegsdétays presented in
Fig. 5.10 and Fig. 5.11 can be considered as being of the sedteea magnitude

as real delays.

First, in Fig. 5.10, we show the delay along the paths chogeB@P. On the
x-axis, we plot the delay of the paths in milliseconds (ms).tRe y-axis, we plot
the cumulative fraction of stub-stub paths that have theesponding delay. We
observe that about 21% of the routes chosen by BGP have aidédagr to 10ms.
About 64% of the routes chosen by BGP have a delay comprisegeber 10 and
50ms, 24% have a delay between 50 and 100ms and less than /& fikelay
larger than 100ms, the largest delay being 208ms. Just angedea of what such
delays represent, the delay to go at the speed of light froenemidl of a diameter
of the earth to the other (about 20,000km) is approximatém&
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Figure 5.10: Cumulative distribution of delay along BGPtezu

In Fig. 5.11, we plot the delay along the BGP route (x-axisgiasf the delay
along the best delay obtained with Virtual Peerings (yJasch point represents
a pair of delay values. The color of the point is an indicatdrinow many pairs
of stubs correspond to these delays. The diagonal line wheggialsy represents
the case were there is no improvement, since the delay al@n§&P route and
the best delay are equal. A first observation is that the pairg never above this
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line. This means that the Virtual Peerings never worsen iidete-end delay. For
all points that lie strictly under the line, there is an aitgive path exploitable by
using Virtual Peerings and this path has a lower delay tharBBP route. We
observe that a neat improvement in delay is possible. Ftannos, if we observe
the right part of Fig. 5.11, we note that a significant numtegpaths chosen by
BGP have a delay that is longer than 100ms. The fraction of Bfates that have
a delay larger than 100ms is about 25%. On the contrary, iflvgewe the upper
part of the plot, we note that most of the lowest delay patbsuader 100ms. The
fraction of lowest delay paths that are shorter than 100rabasit 95%.
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Figure 5.11: Delay along the BGP route versus delay alontpthest delay route.

The curve of Fig. 5.12 gives the distribution of absolute ioyement in delay,
that is the difference between the delay of the BGP route lamd¢lay of the best
alternative path that virtual peerings permit. We obseha for approximately
40% of the paths, there is no possible improvement. This m#at, by chance,
BGP has already selected the best route in term of delay ésetpaths. However,
we observe that for more than 40% of the paths there is a pessiprovement in
terms of delay. 30% of routes can be improved by up to 5ms. 2R#teoroutes
can be improved by 5 to 20ms and 8% of the routes can be impioyvetbre than
20ms and up to more than 180ms.

Finally, we show in Fig. 5.13 the influence of having 2, 3, 4 @mreproviders
for a stub network. On the x-axis of Fig. 5.13, we show the hitsomprovement
in delay, that is the difference between the delay of the Basierand the best route
in term of delay. On the y-axis, we show the fraction of sttllagpaths. The figure
represents the same curve than the curve of Fig. 5.12, ettedpte split the curve
depending on the number of providers of the source domaiaddiition, we use a
log scale in order to zoom on smaller improvements. We olesttiat when a stub
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Figure 5.12: Distribution of the absolute delay improvemen

network connects to more providers, it is possible to findtenagoutes in term of
delay. First, having more providers implies that a largaction of the paths can be
improved. For instance, for dual-homed stubs, there asdles 50% of paths that
can be improved. For stubs that have 3 providers, more thH#ncéh be improved.
With stubs that have 4 providers, the fraction grows to ado@b and with more 5
providers and more, up to 30% of paths can be improved. Hawte marginal
gain in possible delay improvement quickly decreases.
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or 3-homed stubs —x— -
4-homed stubs ----*----

5+-homed stubs -8
30 .

1 10 100
Delta delay (ms)

Cumulative fraction of stub-stub paths (%)

Figure 5.13: Cumulative distribution of the absolute delleyprovement for k-
homed stubs.
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5.6 Conclusion

In this chapter, we have presented a cooperative approattte tengineering of
interdomain traffic. This approach relies on Virtual Pegsin A Virtual Peering
is a unidirectional IP tunnel between a border router chdigetme source AS and
a border router chosen by the destination AS. Our solutioestablish a Virtual
Peering relies on three basic principles. First, there igtad Peering Controller
inside each AS and its IP address is attached as a BGP exteodunity to all
BGP advertisements originated by the AS. Second, a myttielBGP session is es-
tablished between the VPCs of the source and destinatiortdN®motiate Virtual
Peerings. The source AS selects the head-end of the Viraalrig based on its
own traffic engineering objectives. Third, the destina#dselects autonomously
the tail-end of the Virtual Peering. A key advantage of oysrapch is thait can
be incrementally deployedinside cooperating stub ASs and does not require any
change to the transit ASs. Given the size of the global leteand the number of
BGP routes, this incremental deployment is a key operdtiprablem that must
be considered.

We have shown that Virtual Peerings can be used to solvadoeain traffic
engineering problems. We evaluated them on two particakiances, namely bal-
ancing the load of traffic and decreasing the latency of duerain paths. When
used to balance the load of traffic, we have shown that Vile&lrings are acal-
able solution since a limited number of them will be required to reach a-near
perfect equilibrium. Typically, with 1000 sources respblesfor 95% of the in-
bound traffic, on the order of 50 virtual peerings are reglicebalance the traffic.

In the second case, we have shown that using Virtual Peemiagges possible
to forward traffic on interdomain paths with a lower delay. ¥denpared the delay
obtained on paths selected by the genuine BGP and the pathigeaib by using
Virtual Peerings and we showed that for more than 40% of thecsdédestination
pairs an improvement of the delay was possible. This is inmezance with previ-
ous work by Savage et al that shown that 30-80% of end-to-atitsgould benefit
from a significant improvement in quality by using an altévepath [SCH 99].






Conclusion

A key contribution of this thesis is the BGP routing solveattive introduced in

Chapter 2. Its purpose is to simulate BGP routing in largevagts. Our BGP

routing solver contains the complete BGP decision procedsvarsatile route fil-

ters combined with a simple message passing model. Our B@GiRgasolver was

specificaly designed for modeling the steady-state of BG#ng. For this rea-

son, we obtain superior performance with regard to exigtiacket-level network

simulators. We removed the functionnalities of BGP sucthasliCP connections
and the BGP timers that are useless for a model of BGP in stgatly mode.

Modeling these functionnalities would have limited thefpenance of the route
computation since additional processing and resourcesdwwave been needed.
We have shown that running such a model in a topology compaisseleral thou-

sands of routers do not require a large cluster of computéuis.is in contrast with

current BGP models found in packet-level simulators sucB@BENet. We made
our implementation of this BGP routing solver, C-BGP, pcifliavailable. Then,

we used C-BGP throughout the whole thesis. We first applitxtite modeling of

a single AS before applying it to large Internet-scale togas.

We have first applied C-BGP to model an ISP in Chapter 3. Weestéry iden-
tifying the key factors that must be encompassed by such a&mdéanong these
factors are the network topology, the traffic, the routingtpcols and the routers
configuration. We have shown that obtaining this data c#lbstan operational is-
sue. We illustrated the use of our routing solver throughdifferent case studies.
The first case study was an analysis of the impact of addimgviang the peers of
a transit AS on its traffic. Typically, an ISP will try to dease the delay of transit
inside its network for external destinations and at the siaimnebalance the load of
traffic on its peering links. This is difficult to optimize die the interactions be-
tween the IGP and the BGP routing protocols. We have shoviruiiag a model
of an ISP makes possible to explore various peering sokutittiwould not have
been possible to perform this kind of analysis without a nhoflhe ISP that takes
into account the interdomain routing information receifi@in outside the ISP.

In a second study we investigated the impact of link and rdaikires on the
routing and on the traffic matrix inside an ISP. This is an intgoat problem since
network events such as router hardware failures, link catsraaintenances are
frequent. C-BGP helps a network operator to identify th&diand routers that
could lead to large service disruptions. These links wo@dybod candidate for
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the addition of parallel links or the deployment of protentitechniques such as
SONET-SDH and MPLS tunnels. We have shown that a pure intnagomodel
of an ISP such as used by the current versions of commerdiabriedesign and
planning tools would miss most of the routing changes thatiocinder single
link and router failures. This is a second motivation foritgkinto account the
interdomain routes in a model of an ISP.

The second part of the thesis is dedicated to interdomaifictengineering.
In Chapter 4, we surveyed the current BGP-based interdotraffic engineering
techniques. We focused on the techniques that allow to@dht incoming traffic.
These techniques work by influencing the routing decisiakert by BGP routers
in distant ASs. For this reason, a model of the Internet tpplis required to
evaluate them. We used C-BGP to perform large-scale simntabf BGP rout-
ing. We observed that a large fraction of the interdomainte®are selected by
the tie-breaking rules of the BGP decision process. Thislsad news for the
current incoming traffic engineering techniques since nmranging decisions de-
pend on local conditions in distant ASs. We further evald&8&-Path prepending
with our large-scale simulation model. We observed thabtiteome of AS-Path
prepending is difficult to predict. Moreover the granulaint AS-Path prepending
is coarse. In practice, the usefulness of AS-Path prepgnsliiimited to signaling
backup links. A second technique that is increasingly degaldoy ISPs relies on
BGP Communities. Though it provides a finer granularity th&iPath prepend-
ing, its outcome is not easier to predict. The main causeeidirtiited view an ISP
has on the Internet topology due to the path-vector natuBs=# and the enforce-
ment of routing policies. In addition, the BGP Communities more difficult to
use in practice since the number of possible Communitiegrasgnt is combina-
torial. We concluded that the current BGP-based trafficreeging techniques are
not appropriate to control the incoming traffic of an ISP idag's Internet.

In Chapter 5, we proposed an alternative solution to thedotaain traffic en-
gineering problem which relies on cooperation. We desdtieeVirtual Peerings,
a scalable, deterministic solution that cooperating A®susz to better control the
interdomain paths between each other. The main advantatésapproach is to
be deployable in the current Internet since Virtual Peariage transparent to the
core of the Internet and they require only small modificatitmthe BGP routers in
the cooperating ASs. We evaluated the utilization of theéudir Peerings to solve
two different interdomain traffic engineering problems.

We first focused on the traffic load balancing issue faced biisnomed stub
ISPs. Many ISPs in this situation have their incoming trafin@venly balanced
on their access links. This unbalance can cause congestitire@ccess links and
disrupt the connectivity service. Using Virtual Peeringisipossible to contact
some cooperating ASs that are responsible of an excesdfaf tnaan access link
and ask them to forward the packets destined to the stub I8Runnel headed
at another ingress router. We evaluated how many tunnelédvimirequired to
perfectly balance the incoming traffic of a stub ISP in vasitnaffic and connec-
tivity conditions and we observed that only a limited numdithem was required.
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Using Virtual Peerings proves thus to be a scalable solutidhe load-balancing
problem. The same technique could also be used for costgsvptimization
or to enforce traffic policies such as a differentiated senthrough a premium
provider and a best-effort provider.

The second application of Virtual Peerings that we invesgéd is the reduction
of the latency between two ISPs. Using Virtual Peeringss fiassible to control
the first and last segments of an interdomain path. We hawerstimat typically,
the path diversity between two stub ISPs obtained with ¥irReerings is on the
order of the number of providers of one stub times the numbgraviders of
the other stub. Among these paths, BGP is eager to selectdis ane in term
of latency since the BGP decision process does not includeSar@etric and the
AS-Path length is seldom correlated with the latency. Based synthetic Inter-
net topology, we investigated how many times the latencwéen a pair of stub
domains could be reduced by using Virtual Peerings. We algestigated how
much the latency would be improved in these cases. We olas#raea significant
fraction of the stub pairs (40% for our synthetic topologpulel benefit from a
latency improvement while such improvements could be orotder of tenths of
milliseconds.

Perspective

An important hypothesis we made in Chapter 5 is the synthetiter-level topol-
ogy that we designed to evaluate the utilization of VirtuakeRngs for latency
improvement. Although the conclusion that a large numbé®pairs might ben-
efit from significant latency reductions still holds, the gtitive results obtained
from this evaluation could differ from those obtained in tieal world Internet.
There were two important motivations for designing an ad4opology. First, we
needed an interdomain topology with realistic delays. Inroodel, we assigned
the delay of each link based on the link mileage [ZCBDO05]. ddel¢c we needed
ASs composed of multiple routers. The internal structura dbmain is impor-
tant since it constrains the paths that intradomain anddateain routing proto-
cols will select. Hot-potato routing and interdomain ragtpolicies might lead to
paths with an increased delay [SPK02]. Today, we do not hawvegh detailed
measurements of the real Internet topology in order to lauitdlidated model. No
topology generator is able to produce router-level tope®gf the global Internet
in a satisfactory way.

The problem of obtaining an accurate picture of the Intetapblogy is not
new as the recent publications attest [MP01, SARK02, SMVER)2, MRWKO03,
CGJ 04, MHO5, SS05, DRFCO05, DKR05]. We do not know the exact sluipe
the Internet, especially at the router level and there arkipteuireasons for this.
First, we do not know about the internal structure of domainse their operators
are often reluctant to publish the topology of their netwodkttempts at infer-
ring network topologies at the router-level from measunetsisuch as Rocketfuel



154 Conclusion

[SMWO02] sample the real network topology, sometimes mggiarallel paths be-
tween routers or failing to resolve router aliases whichultesn links and routers
that do not really exist [TMSV03]. Second, we do not know hawngins are con-
nected together. There is no map of the Internet availalolaytoLooking at BGP
routing tables from a small set of monitoring points [SARKDKRO5] provides a
gross picture of the interdomain graph. However, this apgionisses a large num-
ber of peering links, mainly of the shared-cost type as shoW@GJ"04]. These
links are valuable for the interdomain routing protocol. alidition, the interdo-
main graph that we have today indicates that two domainsamescted together,
but it does not provide information on where the intercominactakes place or the
link redundancy. Finally, an important characteristiclod thterdomain graph are
the routing policies. To the opposite of the intradomairpytanot all paths through
the interdomain graph are allowed. These paths are camstrély the policies that
are enforced by the domains in an independent manner [G&#MRK02, BPPO3].

We advocate for the development of a validated model of thierdevel struc-
ture of the Internet. This model should take into accountftiiewing aspects.
First, the geographic location of routers [Mal02, SPK02,AM03] is important
since it constrains the design of the network topology ohedamain. Second,
the geographical coverage of domains is another imporéamori. Typically, there
are regional domains, national domains and internationalains that can span
multiple continents. Third, the network structure of donsaiincluding the link
capacities, the delays and the IGP weights, constrainséties phat can be used
to cross a domain and drives the selection of preferred patlaseover, the link
delays and capacities inside a domain are components ofithtoeend character-
istics of interdomain paths [ZCBDO05]. The iBGP configuratinside each domain
is also an important aspect. A full-mesh of iBGP sessionispralvide a better path
diversity than a hierarchical iBGP [CPB04]. Typically,dardomains will rely on
a hierarchical iBGP configuration while small to moderage-slomains will use
a full-mesh. Fourth, the geographical location of peeringd matters. Two do-
mains will usually establish peering links at places wheey toth have equipment
[SPKO02, RS02]. Fifth, the redundancy of interdomain lingaréllel links) must be
modeled. In the real world Internet, domains establishllghianks for resilience
and performance reasons. Finally, the different types sinass performed by do-
mains as well as the business relationships between domsizmsd also be mod-
eled. Indeed, there are different types of domains suctaasitrdomains, content
providers, research networks and so on and their behaviiftes d

Besides that, the utilization of Virtual Peerings posesosesrchallenges from
an operational viewpoint and deserves some more attenfidirst further work
would be to study how to make Virtual Peerings more secungudiPeerings ex-
hibit two major issues concerning security. On the side etthffic, the utilization
of a protocol such as IPSec could serve to check the identitiieoparticipants
as well as to ensure the privacy of the data. On the side oingyuthe secured
versions of BGP currently discussed at the IETF could be.u$kd main barrier
for the wide utilization of both IPSec and S-BGP/soBGP isrtked for a global
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public key infrastructure (PKI). Unfortunately, since 1Kl has been initially laid
out, it has appeared to be difficult to deploy and poorly dialaln the context of
Virtual Peerings, an alternative would be to rely on a mooal@stablishment of
trust through the use of a web of trust for example.

A second further work would be to study the utilization oftuil Peerings in
transit domains. In the thesis, we restricted their utiicrato stub domains. In
this case the impact on routing is limited to the iBGP of thepmrating stubs. In-
deed, since stub domains do not provide a transit servicBG®advertisement is
leaked over eBGP sessions and the stability of the globairiet is not affected.
Transit domains would also likely benefit from the utilizatiof Virtual Peerings
and the principles we explained in the thesis still applywieer, in contrast with
stub domains, a transit network would advertise the VirRetring routes outside
its domain. In the case of regional and national transit ogta/these routes would
only be propagated downstream to their customers. The inggaeBGP would
thus be limited to these customers. In the case of largeitrdmsains, the BGP
stability of the whole Internet could be impacted. In aduitio the impact on rout-
ing, using Virtual Peerings with transit networks wouldhdtaw the predictability
of the mechanism. More than the traffic originated by theditametwork could be
forwarded through the requested tunnel. One possibleigpluould be to prevent
transit domains to advertise the Virtual Peering route &rt@BGP neighbors. In
addition, they could rely on policy-routing [Veg01] to foand traffic in a differen-
tiated manner. Policy routing would be used to forward th#itr originated in the
transit domain through the tunnel and the transit traffic kfcaiill be forwarded
along the genuine BGP routes.

Finally, a possible further work would be to continue impraythe scalability
of the routing solver proposed in Chapter 2. C-BGP has besigmied to perform
the experiments presented within this thesis in a reasertabke and with a lim-
ited amount of computing resources. It made possible tmparktudies of BGP
behavior on topologies that are several orders of magniarder than in the pre-
viously published work. However, it is not an optimal BGP1ting solver. Even if
it outperforms current BGP routing models for the compuotatf the outcome of
the BGP decision process in large topologies, it still rezglimportant resources.
An implementation and evaluation of the technique propdse#iao and Kopol
[HKO3] in C-BGP would be valuable not only for C-BGP users higo for the
entire BGP routing modeling community. The message passdg! used in C-
BGP also deserves some more attention. It can lead to expqueatih exploration
that worsens the execution time. A smarter message schgdulbdel would cer-
tainly prove useful.






Appendix A

Redundancy in BGP routing
tables

In this appendix, we show additional results for the BGP imgutables redun-
dancy measurement discussed in Section 2.5.9. The rebolinshere concern
BGP routes collected in the Abilene network and data caltkbly the RouteViews
project. Refer to Section 2.5.9 for more information on hownterpret the results.
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Figure A.1: Frequency of AS-Paths in Abilene routing tables

In Fig. A.1 and Fig. A.2, we show the frequency of AS-Paths ibiléne
and RouteViews RIBs respectively. We observe that neatfythe AS-Paths are
presentin at least 2 different routes. The maximum frequehan AS-Path ranges
from 349 in Abilene RIBs to 5906 in RouteViews RIBs. The ficgiedso show that
for a single peer, there are about 25.000 different AS-Rattiee RouteViews rout-
ing tables. For Abilene these numbers are slightly loweresifsbilene only allows
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prefixes belonging to research and educational institsitiorcross its network.
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We show the results for the Communities redundancy in Fig.aid Fig. A.4.
We observe that the Communities redundancy is higher thad\8Path redun-
dancy. The maximum frequency of Communities ranges fromi®@bilene RIBs
to 158,158 in RouteViews RIBs.
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Figure A.4: Frequency of Communities in RouteViews routialgles.
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