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Abstract

Internet connectivity takes a strategic importance for a growing number of
companies. Therefore, for reliability and performance reasons, many Internet ser-
vice providers and corporate networks connect to at least two providers, a practice
called multihoming. However, the current multihoming mechanism contributes to
the explosive growth of the Internet routing tables. This growth has major impli-
cations for routers on storage requirements, protocol overhead and stability, and
forwarding performance. As a consequence, the traditional way to be multihomed
in IPv4 is prevented in the next generation IPv6 Internet. Many approaches for
IPv6 multihoming were proposed, with little consideration for traffic engineering
aspects. The aim of the thesis is to bridge this gap.

The thesis investigates the way to best provide traffic engineering for IPv6
multihomed sites. It first demonstrates that Host-Centric multihoming, the fore-
seen approach for IPv6 multihoming, is the most promising in terms of fault-
tolerance and traffic engineering capabilities. Compared to traditional multihom-
ing approaches, our simulation results show that Host-Centric IPv6 multihomed
sites are able to obtain lower delays by leveraging the path diversity that un-
derlies the Internet. Unfortunately, no traffic engineering mechanism is available
for this multihoming approach. Therefore, this thesis next presents a technique
to effectively use the multiple interdomain paths that exist between multihomed
sites. The proposed mechanism allows the multihomed sites to control how their
flows are distributed over the links with their providers. The mechanism is able to
take into account complex and very dynamic routing policies. Finally, the thesis
proposes the use of synthetic coordinates as a scalable and efficient way to help
hosts in selecting the interdomain paths with the lowest delays. Experimental
results with real measurements show that this mechanism allows sites to avoid
all paths with really bad delays, and to most often select the lowest delay path.





Preface

Overview of the Thesis

The Internet connects today more than 18000 Autonomous Systems (AS) [112].
An autonomous system can be defined as a set of networks operated by the same
technical administration. The large majority of autonomous systems do not allow
external domains to use their infrastructure, except to reach them. These domains
are named stub ASes. Autonomous systems that provide transit services to other
ASes are called transit ASes. The Border Gateway Protocol (BGP) is used to
distribute routing information among routers that interconnect ASes.

Internet connectivity takes a strategic importance for a growing number of
companies. Therefore, many ISPs and corporate networks wish to be connected
through at least two providers to the Internet, primarily to enhance their relia-
bility in the event of a failure in a provider network, but also to increase their
network performance such as network latency. Site Multihoming refers to those
stub networks that connect to at least two different network service providers,
while ISP Multihoming refers to transit providers that are multihomed. In to-
day’s IPv4 Internet, at least 60% of stub domains are multihomed to two or more
providers [3], and this number is growing. Many sites are expected to also require
to be multihomed in IPv6.

Unfortunately, according to a work about the growth of the routing tables [37],
the current multihoming mechanism is responsible for approximately 20 to 30%
more prefixes in the rapidly growing BGP routing tables of the Internet. The
current size of those tables causes operational issues for some Internet Service
Providers, as it can decrease the packet forwarding speed and demands large
memory space [110]. Moreover, several experts are concerned about the increasing
risk of instability of BGP [15].

In order to preserve the size of those BGP routing tables, the IPv4 multi-
homing mechanism is prevented in IPv6 by operational procedures [173]. Hence,
a new multihoming solution that ensures route aggregation is required for IPv6
[15]. This is described in Chapter 3.
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Over 40 solutions for IPv6 multihoming have been proposed during the last
few years [22]. Chapter 4 reviews the most relevant ones. It methodically com-
pares the solutions according to their mechanisms, benefits and drawbacks, and
outlines the major steps that have led to a new multihoming architecture for
IPv6. Three representative approaches are distinguished : Routing, Middle-Box,
and Host-Centric. Middle-box approaches have many concerns, and do not ap-
pear to be the best solutions for IPv6 multihoming. In Routing approaches, hosts
use a single IPv6 address, transport-layer survivability being provided by rout-
ing mechanisms. In Host-Centric approaches, multihomed sites receive multiple
provider-aggregatable (PA) prefixes, one per provider. Hosts within those mul-
tihomed sites use several IPv6 addresses, and use them interchangeably during
the lifetime of a flow in order to survive outages affecting any of those addresses.
Both Routing and Host-Centric approaches allow route aggregation. Routing ap-
proaches do not require the hosts be updated, but provide fault-tolerance only for
the links with the providers. On the other hand, Host-Centric approaches provide
complete fault-tolerance, but require modifications to the hosts.

This thesis focuses on the traffic engineering aspects of IPv6 multihoming.
The term “traffic engineering” is defined as [18, 19] :

Internet traffic engineering is defined as that aspect of Internet net-
work engineering dealing with the issue of performance evaluation and
performance optimisation of operational IP networks. Traffic Engi-
neering encompasses the application of technology and scientific prin-
ciples to the measurement, characterisation, modelling, and control of
Internet traffic.

At the start of this thesis in 2002, the IETF was still actively developing
multihoming architectures, with few considerations for traffic engineering aspects.
The purpose of this thesis is to answer the following questions :

Which IPv6 multihoming architecture is the most promising, in terms
of fault-tolerance and network performance ?

How to engineer the traffic in Host-Centric environments, taking into
account complex and dynamic load sharing policies, in an efficient and
scalable way ?

In Host-Centric environments, how to find the low delay paths towards
any given destination, without prior communication with this destina-
tion, without actively probing all paths, and without adding QoS at-
tributes to BGP ?
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Chapter 5 shows that Host-Centric approaches bring significant advantages
in terms of fault-tolerance and traffic engineering capabilities. It shows how stubs
that use multiple PA prefixes can exploit paths that are otherwise unavailable.
In other words, it explains how the use of such prefixes increases the number
of concurrent paths, i.e. the AS-level path diversity. By use of simulations, we
show that a dual-homed stub that uses several prefixes has a better Internet
path diversity than any multihomed stub that uses a single PI prefix, whatever
its number of providers. We also show in Chapter 5 that lower delays can often
be found among the new paths introduced by the use of multiple PA prefixes.
Simulations suggest that a delay improvement is observed for approximately 60%
of the stub-stub AS pairs, and that the delay improvement could be higher in the
actual Internet.

However, the Host-Centric approach for IPv6 multihoming has implications
on traffic engineering methods, as the source address selected by a host determines
the upstream provider used. Therefore, the outgoing traffic is entirely determined
by how hosts select their source addresses. No traffic engineering mechanism
has ever been developed for such Host-Centric environment, despite the large
opportunity for leveraging the interdomain path diversity. Chapter 6 presents a
technique to effectively use the multiple interdomain paths that exist between
multihomed sites. It focuses on a new mechanism, named NAROS, to allow a site
to engineer its traffic. Thanks to this mechanism, Host-Centric multihomed sites
are able to share their traffic load without manipulating the BGP attributes. The
mechanism is scalable, and is able to take into account complex and very dynamic
routing policies.

The next chapter, Chapter 7, focuses on how to identify low delay paths, in
order to better exploit the path diversity. Chapter 7 presents a solution to find
the low delay paths for any given destination, without prior communication with
this destination, without actively probing all paths, and without adding QoS
attributes to BGP. The solution is based on the use of synthetic network coor-
dinates, assigned to each prefix of a multihomed site, and stored in the Domain
Name System (DNS).

In short, Chapter 5 shows that many interdomain paths exist for Host-Centric
IPv6 multihomed sites, and that some of the paths have low delays. Chapter 6
presents a mechanism to enable those IPv6 multihomed sites to effectively control
which interdomain path is used to send and receive traffic. Finally, Chapter 7
explains how to identify low delay paths, in order to better exploit the path
diversity.

Structure of the Thesis

In Part I of this thesis, we present the challenges of finding a suitable multihoming
solution for an IPv6 Internet. Chapter 1 provides the necessary background on
interdomain routing and on multihoming. Chapter 2 provides some background on
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IPv6. In Chapter 3, the IPv6 multihoming problem is stated. Chapter 4 presents
and reviews the major solutions proposed for IPv6 multihoming.

In Part II, we focus on the way to best provide traffic engineering capabilities
to IPv6 multihomed sites. In Chapter 5, we identify the key advantages of the
Host-Centric approach to IPv6 multihoming. In Chapter 6, we propose a mech-
anism that allows such multihomed sites to effectively engineer their traffic. In
Chapter 7, we propose and evaluate a mechanism, based on the usage of synthetic
network coordinates, to identify the low delay interdomain paths for any given
destination. In Chapter 8, we envision the future state of traffic engineering in
Host-Centric IPv6 multihomed sites. We present the future works, and finally
conclude the thesis.

Further detailed informations about the NAROS protocol are given in Ap-
pendix A. In Appendix B, we present a new DNS resource record to store syn-
thetic coordinates in the Domain Name System.

Thesis Statement

The Host-Centric multihoming approach is the most promising ap-
proach in terms of traffic engineering capabilities, because it allows
sites to exploit interdomain paths that are otherwise unavailable. This
approach does not jeopardise the scalability of the interdomain routing.

There exists a mechanism to engineer the traffic in such Host-
Centric environments. This mechanism is able to take into account
complex and dynamic load sharing policies, in an efficient and scal-
able way.

In Host-Centric environments, there also exists a mechanism to
find the low delay paths towards any given destination, without prior
communication with this destination, without actively probing all paths,
and without modifying BGP.
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Chapter 1

Internet Routing and
Multihoming Background

This chapter presents some background on the routing in the Internet, and vari-
ous other elements related to some or all multihoming techniques, such as route
aggregation, NAT, or BGP route filtering. In section 1.1, we detail the IP address-
ing architecture, the IP address allocation process, and the two address allocation
types. In section 1.2, we present how BGP handles the routing in the Internet.
The main features of BGP, the route filtering, and its decision process are also
described in this section. In section 1.3, the term multihoming and its variants are
defined. Finally, the current IPv4 multihoming practices are explained in section
1.4.

1.1 IP Addressing

The Internet is today composed of thousands of interconnected networks, dissem-
inated around the world. A network can be made of a single computer, or com-
posed of several thousands of individual computers. Each computer connected to
the Internet has an Internet Protocol (IP) address. This address both identifies
the machine and describes where it can be found. To send a packet to a server, a
host simply addresses it to the IP address of the server.
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1.1.1 Prefixes and Masks

In the current version of the Internet Protocol (IPv4), hosts and routers are iden-
tified with 32-bit numbers, which brings a total of 232, i.e. more than 4 billion
possible IPv4 addresses. A set of contiguous IPv4 addresses can be aggregated
into a single block, called a network prefix. Each network connected to the Inter-
net has one or more network prefixes. An IPv4 network prefix consists of a 32-bit
IP address and a mask or prefix length. This mask length, e.g. 8, specifies how
many bits from the beginning of the address correspond to the network part. For
instance, the network prefix 4.0.0.0/8 represents a block of 224 IPv4 addresses,
all beginning with 4 as the first byte in the address value, i.e. IPv4 addresses
between 4.0.0.0 and 4.255.255.255. Before the standardisation of Classless Inter-
domain Routing (CIDR) [85] in 1993, the mask length of a prefix could only be
8, 16 or 24 which represent Classes A, B or C respectively. Now, with CIDR, a
prefix can be of any length.

1.1.2 The Domain Name System

IPv4 addresses are necessary to forward packets on the Internet, but are im-
practical to handle for human beings. To visit a Web site, one uses for instance
www.domain.com, instead of the IP address of the server that delivers the page,
e.g. 130.104.230.67. www.domain.com is called a host name. Many hosts on the
Internet are assigned such names, which must be mapped to their actual IPv4
address. The mappings between the host name and corresponding IP address
were historically maintained in single files (hosts.txt), that were distributed to
all hosts using the File Transfer Protocol [95, 96, 158]. For obvious scalability
reasons, those mappings are now stored in a database globally distributed across
the whole Internet. This database in called the Domain Name System (DNS)
[132, 133]. To translate a host name to an IP address, a host queries a DNS
server. The server looks in its database for an A DNS Resource Record (RR)
containing the IP address that corresponds to the name. The DNS server can
possibly forward the DNS query to other DNS servers if it cannot answer the
query itself. Once the DNS response is received, the host can use the IP address
to join the destination host.

Sometimes, a host may also need to map an IP address to a host name. A
special domain is defined to look up a host name or another record, given an
IPv4 address. The intent of this domain is to provide a way of mapping an IPv4
address to a host name. The domain is rooted at IN-ADDR.ARPA. An IPv4 address
is represented as a name in the IN-ADDR.ARPA domain by a sequence of nibbles
separated by dots with the suffix “.IN-ADDR.ARPA”. For instance, to translate the
130.104.230.67 to the corresponding host name, one must issue a DNS query
for the name 67.230.104.130.IN-ADDR-ARPA. The DNS server will reply with a
PTR resource record containing the actual name for 130.104.230.67.



1.1. IP Addressing 5

1.1.3 Private Address Space

Three blocks of the IP address space have been reserved for private uses : 10.0.0.
0/8, 172.16.0.0.0/12, and 192.168.0.0/16 [171]. Any network may use these
IP addresses, without any coordination with any authority, or any other sites.
As a consequence, the addresses within this private address space are considered
unique only within the network, and cannot be used to forward packets across
the global Internet.

1.1.4 IPv4 Address Allocation Process

The responsibility for the management of the IPv4 address spaces is distributed
globally in accordance with the hierarchical structure illustrated by Figure 1.1
[11].

Figure 1.1. Hierarchical structure of the Internet Registries

The whole IPv4 address space was delegated by the Internet Architecture
Board (IAB) to the Internet Assigned Numbers Authority (IANA). In practice,
the IANA is at the head of the allocation chain. It allocates when needed large
chunks of the address space to Regional Internet Registries (RIRs), such as RIPE
NCC (Europe), ARIN (North America), APNIC (Asia-Pacific) or LACNIC (Latin
America). In IPv4, a typical address allocation size made by IANA is one /8
at a time. The RIRs are recognised by the IANA to serve and represent large
geographical regions. The primary role of RIRs is to manage and distribute public
Internet address space within their respective regions.

The RIRs in turn allocate their address blocks to Local Internet Registries
(LIR), or first to National Internet Registry (NIR) and then to LIRs for the Asia
Pacific region. The H-Ratio [103] or the newer HD-Ratio [78] is used to determine
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the utilisation thresholds that justify the allocation of additional addresses to
LIRs. Typical sizes of IPv4 allocations made by RIRs to LIRs range from /21 to
/16 [172], i.e. blocks of 2048 addresses to blocks of 65535 addresses.

A LIR assigns address space to its customers on request. These customers are
typically enterprises and possibly other ISPs. Home users are usually not assigned
addresses, they are only allowed to use the addresses assigned to their ISP.

Note that the words assign and allocate have specific meanings in Regional
Internet Registry (RIR) address management policies. Address allocation to end-
users should be called assignment, not allocation.

1.1.5 Allocation Types

A network can receive either Provider-Independent (PI) addresses, or Provider-
Aggregatable (PA) addresses.

PI addresses are globally-unique addresses which are not assigned by a provider,
but are provided by some other organisation, most usually an Internet Registry
(RIR or LIR).

PA addresses are globally-unique addresses assigned by a provider to a cus-
tomer. The addresses are considered aggregatable since the set of routes corre-
sponding to the PA addresses are usually covered by an aggregate route set
corresponding to the address space operated by the provider, from which the
assignment was made.

1.2 Routing in the Internet

PI and PA addresses are used to identify and localise hosts connected on the
Internet. When both the source and the destination hosts are connected to the
same physical network, the packets can be delivered directly, through Ethernet or
another local-area connection technology. Most of the time however, the hosts are
located on different physical networks. In those cases, the packets must be relayed
by one or more intermediate gateways, named routers, situated at interconnection
nodes between the networks. To do the transfer, these routers have to know about
the address space of both the source and the destination networks. They must
also know how to forward the packet to move it closer to its ultimate destination.
Depending on how distant two computers are, more than one router may handle
the traffic. Each router, or hop, consults a map, called routing table, to move the
traffic closer and closer to its target. A routing table contains, for each destination
network prefix, the IP address of the next router to which the packet must be
forwarded.

The routing tables can be configured manually for small networks. However,
in larger networks, manually configuring the routing tables is simply unmanage-
able. Therefore, the routing tables are usually maintained automatically using
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routing protocols, which allow routers to exchange and share subnet location or
topology automatically. When using routing protocols, the routers use route ad-
vertisements to exchange routes and reachability informations about the networks
they know about. These route advertisements are propagated from one router to
another, until the whole network knows how to route a packet from A to B effi-
ciently. When a failure occurs somewhere in the network, the router that detects
the failure advertises new reachability informations, and a new path that does
not make use of the failed link is selected, if it exists.

Routing in the Internet is separated into intradomain and interdomain rout-
ing. Intradomain routing, or routing inside a single domain, is handled by an
interior gateway protocol (IGP), such as RIP [97, 127], EIGRP [47], OSPF [138],
or IS-IS [211, 39]. They are used to dynamically advertise routes to route local
traffic efficiently. An intradomain routing protocol typically distributes the en-
tire network topology to all routers in the network, and selects the shortest path
according to a metric chosen by the network administrator. The internal proto-
col chosen by a site depends on hardware support, staff experience, and internal
policy. Typically, routers inside a single domain are under a single administra-
tion. They trust each other, and use according metrics to handle the traffic in a
coherent way.

1.2.1 BGP Routing

Across the Internet at large, an exterior gateway protocol (EGP) is used to ex-
change network reachability informations between distinct domains, often com-
peting with each other. In contrast with intradomain routing, routers partici-
pating in interdomain routing typically do not trust routers belonging to other
domains. Another difference with intradomain routing is that, for scalability rea-
sons, the interdomain routing protocol views each domain as a black box. It only
knows the interconnections between domains, not their content.

The Border Gateway Protocol (BGP) is the only EGP currently used be-
tween routing domains on the Internet [169, 170, 186, 205]. The objective of BGP
is to allow the transmission of IP packets to their destination along a best path,
across different routing domains with many different routing policies, and without
knowing the intradomain topologies of each particular domain. At the interdo-
main level, the best path is often the cheapest path that respects the business
relationships between domains.

BGP is a path-vector protocol that works by sending route advertisements.
A route advertisement made by a network can be viewed as a promise from this
network to carry data to the IP address space represented in the route being
advertised [116]. Each BGP route advertisement concerns a particular network
prefix and includes the next-hop, i.e. the IP address of the router that must be
used to reach this network, and a list of the intermediate transit networks in the
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path, the AS-Path, along with other attributes. An example of route advertise-
ments is illustrated by Figure 1.2. A BGP router stores its best and alternate
routes for each network prefix in a BGP routing table, and uses this information
to construct a forwarding table that controls the forwarding of each packet. An
example of a BGP routing table is shown by Figure 1.5.

For instance, the Level3 network owns the huge 4.0.0.0/8 prefix. When Level3
advertises its prefix, it promises that if someone sends data destined for any
address in that address space, then it knows how to carry that data to the final
destination and, more importantly, accepts to carry this data. Actually, the Level3
network is split in thousands of smaller subnets. However, other large ISPs do
not need to know the internal topology of Level3. As far as the destination of
a packet falls within the subnet 4.0.0.0/8, the packet can be sent to Level3,
which will route the packet the rest of the way. In fact, routers in the Internet
would be overwhelmed if they were required to keep track of every route to every
subnet on the Internet. Instead, Level3 uses BGP to advertise a single 4.0.0.0/8
route to its BGP neighbours, called peers. This route aggregation ensures that
the Internet routing tables are kept manageable. Route aggregation is further
detailed in section 1.2.4.

Figure 1.2. Propagation of a route advertisement from AS 5 to AS 6

In BGP, a domain is often referred to as an Autonomous System, or AS. The
classic definition of an Autonomous System is a set of networks under a single
technical administration. At the date of this writing, the Internet is composed
of nearly 20,000 interconnected ASes [112]. The large majority of Autonomous
Systems –82% according to [189]– do not allow external domains to use their
infrastructure, except to reach them. These domains are named stub ASes. For
instance, in Figure 1.3, AS 5 is a stub AS. The number of stub ASes is currently
estimated to about 14,000 [112]. Autonomous systems that provide transit ser-
vices to other ASes are called transit ASes. For instance, AS 1 in Figure 1.3 is
typically a transit AS. Autonomous systems interconnect to each other by either
using a dedicated point-to-point link, or by connecting to a public Internet Ex-
change (IX) point [108]. On Figure 1.3, ASes 1, 2 and 3 are interconnected using
an IX, which provides a layer-2 connectivity between the three ASes.

When BGP is running inside an AS, it is referred to as iBGP. When BGP
runs between autonomous systems, it is called eBGP. This is illustrated on Figure
1.4. Routers that sit on the boundary of an AS and that use eBGP to exchange
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Figure 1.3. Simple Internet topology, showing physical link between ASes

Figure 1.4. Corresponding eBGP and iBGP sessions
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reachable prefixes with other BGP routers from distinct ASes are called border
routers. For instance, R11, R12, R13 and R14 are border BGP routers of AS 1.
The other routers inside the AS are called transit router. They usually do not run
BGP.

A full-mesh of iBGP sessions is typically established between all BGP border
routers in a single AS : each border router in an AS has an iBGP session configured
with every other border router in the AS, as illustrated on Figure 1.4. As this can
cause obvious scaling problems, solutions like route reflectors and confederations
[28, 201] can be used to reduce the number of iBGP sessions.

A unique AS number, or ASN, is allocated to each AS participating in BGP
routing. It is used to identify that AS to the world. AS numbers are currently 16-
bit integers. There are public AS numbers, which may be used on the Internet and
range from 1 to 64511, and private numbers from 64512 to 65535, which can be
used within an organisation. For instance, Level3 is known as AS 3356. ASNs are
fundamental to BGP. They are used in the BGP AS-path attribute, contained in
each BGP route advertisement, together with the network prefix and the next-hop
attributes. The AS-Path attribute is a sequence of AS numbers corresponding to
the list of all ASes that must be traversed to reach the announced network. When
a network wants to advertise itself via BGP, i.e. the network originates a route,
the BGP router creates a new, empty AS-Path and advertises the network prefix
to each of its external peers. By convention, whenever a BGP router advertises a
route to an external BGP router, it prepends its own AS number to the AS-Path.
For instance, Figure 1.2 illustrates how the route advertisement and its AS-Path
attribute is propagated from AS 5 to AS 6.

Hence, an AS-Path reflects how the route was advertised. The AS-Path has two
major functions in BGP. First, it is used to detect routing loops. A BGP router
ignores any routing advertisement that contains its own AS number anywhere in
the AS-Path. Second, the AS-Path can be used by the BGP routers as a kind of
route metric. A route with a shorter AS-Path will usually be considered better
than a route with a longer one. For each network prefix, the BGP router maintains
a list of the available routes, together with their AS-paths. Figure 1.5 illustrates
a BGP routing table. For prefix 3.0.0.0/8, Figure 1.5 illustrates four possible
routes. The one with the shortest AS-path is selected as the best route and
inserted in the forwarding table.

1.2.2 BGP Route Filtering

Exterior gateway protocols like BGP are used between distinct domains, often
competing with each other. In such environment, the goal of BGP is not to find
the most efficient route, but instead to find the cheapest route that respects the
business relationships between domains. For instance, an AS will rarely agree
to carry the traffic of all its connected ASes towards all destinations. Therefore,
BGP allows a router to be selective in the route advertisements that it sends
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Network Next Hop AS Path Status

3.0.0.0/8 209.123.12.4 8001 7018 80

204.29.239.1 6066 701 1239 80

144.228.241.81 1239 80 Best

207.172.6.173 6079 3356 1239 80

...
...

4.0.0.0/8 209.123.12.4 8001 7911 3356

204.29.239.1 6066 701 3356

207.172.6.173 6079 3356

4.0.4.90 3356 Best

141.142.12.1 1224 38 7228 3356

...
...

...

Figure 1.5. Example of a BGP routing table

to its neighbour eBGP routers. Policy routing in the Internet is implemented by
using to this route filtering process. Each domain is able to define its own routing
policies with BGP, through the use of filters.

Input or import filters are used by an administrator to specify which routes
can be accepted by a BGP router among all the routes received from a given
peer. For example, a BGP router could only select the route advertisements with
an AS-Path containing a set of trusted ASes. If a route advertisement is accepted
by the input filter, the router places the new route in its BGP routing table,
possibly after having updated some of its attributes. Input filters are essential to
protect against erroneous advertisements. For instance, if a BGP peer announces
the whole set of Internet routes, and if the AS-paths it announces is very short,
all the traffic will flow through it, which will probably saturate the line. Worst,
if the peer does not route correctly those prefixes, it creates a routing black hole.

Output or export filters are used to specify which routes can be advertised by
the router to a given peer. At most one route will be advertised for each reachable
destination. As said previously, a route advertisement made by AS A to AS B
can be viewed as a promise from A to B to carry the traffic intended for any
hosts inside the prefix advertised. Input and output filters used in combination
with the BGP decision process allow ASes to implement many routing policies.
In practice, two routing policies reflecting common commercial relationships are
frequently used between ASes : the customer-to-provider relationship, and the
peer-to-peer relationship, also named shared-cost peering [189, 86]. An example
of commercial relationships is given by Figure 1.6, using the physical topology
illustrated previously in Figure 1.3.

In a customer-to-provider relationship, a domain C buys Internet connectivity
to another domain P , typically larger than C. P accepts to transmit packets
coming from C towards any destination network. C will receive via P all packets
that are destined for itself and for its own clients. For instance, in Figure 1.6, AS 5
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Figure 1.6. Business relationships between ASes

is a customer of AS 4, which means that AS 4 agrees to carry all the traffic coming
from and going to AS 5. AS 6 has two providers, i.e. it is multihomed. In terms of
BGP filters, the customer AS 5 will configure its BGP routers to announce to AS 4
only its own prefix, while the provider AS 4 will advertise to AS 5 all the Internet
routes it knows. Note that the provider AS 4 is a customer of the even larger AS
1. In a shared-cost peering, domains X and Y are typically of comparable size,
and have mutual advantage to exchange traffic between themselves and between
their respective customers. In such relationships, X and Y will both announce
their internal routes and the routes learned from their customers. For instance,
ASes 1, 2 and 3 have a shared-cost peering between each other.

These commercial relationships can be used to assign hierarchy positions to
autonomous systems [189]. Typically a customer AS would appear at a lower level
in the hierarchy than its provider. According to these commercial relationships,
the core of the Internet is made of about twenty large worldwide ASes, called
tier-1’s [189]. These ASes do not have any upstream provider and they provide
connectivity to the global Internet. Their main purpose is to provide transit
services. Almost every tier-1 AS peer with every other tier-1 to ensure reachability
to all destinations. These tier-1’s constitute the top level of the hierarchy. In
Figure 1.6, ASes 1, 2 and 3 would be tier-1 providers. A second level in the
hierarchy is made of regional or national ISP, called tier-2’s. These ASes buy
global Internet connectivity from one or several tier-1 ISPs, and often establish
shared-cost peering relationships with other tier-2 ASes. These smaller transit
ASes are sometimes further separated into tier-2, tier-3 and tier-4 ASes [189]. For
instance, AS 4 in Figure 1.6 could be classified as a tier-2 provider. At the lowest
level in the hierarchy, the customers are the stub networks that are origins and
sinks of traffic and which do not carry any transit traffic. These are small ISP
and corporate networks, for instance ASes 5, 6 and 7 in Figure 1.6.
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1.2.3 BGP Decision Process

As explained previously, the AS-Path attribute of a route can be used to determine
the best route towards a destination, among all the routes received from the BGP
peers. However, the route with the shortest AS-path is not always the best one.
Since BGP sees each AS as a black box, it would prefer a two-hop AS-path with
30 individual router hops over a four-hop AS-path with only four router hops.
Thus, the network or system administrator often make use of policy routing in
order to override the default behaviour of BGP and to leverage longer but better
performing paths. To understand policy routing, one must understand the steps
a BGP router uses for determining the best route for a given destination network,
among the set of routes received from the peers. Those steps constitute what is
called the BGP decision process [170, 33, 203].

The first BGP attribute checked in the BGP selection process is called the
local-preference. This attribute is the preference a site administratively assigns
to a given route. The route with the highest local-pref value is considered
the preferred one. This attribute is local only to that AS. Across external BGP
sessions, all local-pref attributes are reset to the default value.

When two different routes to the same destination prefix have the same
local-pref value, the BGP decision process continues by considering the length
of the AS-path. The second rule of the BGP decision process is to prefer, for a
given prefix, a route with a short AS-Path over a route with a longer one. The
length of the AS-path is seen as a measure of the quality of the route, and it is
usually expected that the route with the shortest AS-Path is the best one. Some
ASes prepend the AS-path in their BGP route advertisements with their local
AS number multiple times. Those ASes hence artificially increase their AS paths,
in the hope that BGP routers in distant ASes will not select this particular path.
However, this method to influence the inbound path selection is easily overridden
by adjusting the local-preference in the distant AS, in order to select a route with
a longer AS-Path.

The third rule of the BGP decision process is to use the Multiple-Exit-Dis-
criminator or MED to select among the remaining equal quality routes. This
attribute allows to compare routes received from different routers of the same
AS. The rule is to prefer the route with the lowest med value.

The fourth rule of the BGP decision process is to prefer routes learned over
an eBGP session to routes learned over an iBGP session.

If the previous rules still do not suffice to select the best route, then the next
rule is to prefer the route with the lowest path cost, which is provided by the
interior gateway protocol, e.g. OSPF. This rules implements what is known as
hot-potato routing. This means that an AS tries to get rid of the IP packet as
soon as possible, in order to minimise the resource consumption implied by the
forwarding of the IP packet.
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If a given router learns a prefix from multiple ISPs and each route has the
same local-pref, the same AS-Path length, and all other BGP path attributes
are identical, then the BGP decision process relies on final tie-breaking rules
which depend on the implementation. [170] recommends to select as the best route
the one coming from the BGP router with the lowest Router-ID (now the BGP
Identifier [46]), i.e. usually its IPv4 address. Additionally, if a route originates
from the same BGP router but is received several times through multiple distinct
paths, then the best route is the one coming from the lowest neighbour address,
i.e. the address of the remote peer used in the TCP connection with the local
router. While this may seem an odd candidate for a tie breaker, all BGP routers
in the same AS will ultimately make the same routing decision, and thus avoid
routing loops. Some implementations have chosen to keep the oldest route in
order to avoid some oscillation problems [45].

1.2.4 Route Aggregation

Route aggregation refers to the practice of using a single prefix to announce the
routes to multiple prefixes. An AS performs route aggregation by using the min-
imum number of prefixes to summarise all of its IP addresses. Two prefixes can
be aggregated if the union of IP blocks represented by two prefixes can be sum-
marised by a single prefix [37]. For example, prefixes 1.2.2.0/24 and 1.2.3.0/24
can be aggregated as prefix 1.2.2.0/23.

Autonomous systems typically aggregate their routing prefixes in two situ-
ations. First, an AS aggregates the routes it originates itself, if possible. For
instance, if AS 123 originates prefixes 123.0.2.0/24 and 123.0.3.0/24, then it can
announce prefix 123.0.2.0/23 only, instead of announcing both prefixes, see Figure
1.7. Second, the prefix announced by an AS can be aggregated by the provider
of the AS, if the prefix is contained in the prefix of the provider. For example,
suppose AS 20 received from its Internet Registry the 20.0.0.0/8 address block,
and allocated the sub-prefix 20.123.0.0/16 to its customer AS 123. Instead of
announcing both 20.0.0.0/8 and 20.123.0.0/16 prefixes, AS 20 can make use of
an as-set to announce the 20.0.0.0/8 prefix only, as illustrated by Figure 1.8.
This as-set argument summarises the AS-Path attributes of the two individual
routes.

1.3 Multihoming

Multihoming means the practice of connecting to multiple distinct network service
providers. For more and more companies, Internet connectivity takes a strategic
importance. As a consequence, multihoming is becoming highly popular. Many
ISPs and corporate networks wish to be connected via at least two providers to
the Internet for economical and technical reasons. Technical reasons include the
need for better redundancy, the need for load sharing and better performance.
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Figure 1.7. Aggregation of two
routes originated within a single
AS

Figure 1.8. Aggregation of a cus-
tomer prefix with the provider
prefix

Economical reasons include policies beyond technical scope, e.g. cost or com-
mercial reasons. These reasons are called here motivations. They will be further
detailed in Chapter 3. Nowadays, at least 60% of stub domains are multihomed
to two or more providers [3, 112], and this number is growing.

The term multi-connecting or multi-attaching is sometimes used when con-
necting several times to a single transit provider. In this thesis, multihoming
refers only to the practice of connecting to different providers. We distinguish
four types of multihoming : Node Multihoming, Site Multihoming, Multihoming
of Small ISPs, and Multihoming of Transit ISPs.

1.3.1 Node Multihoming

Node multihoming means the practice of connecting a single node to multiple
providers, such as a node that uses multiple interfaces with different IP addresses
to connect to different network service providers. For instance, a laptop connected
to a local area network through a Wireless Access, and connected to the Internet
via an Ethernet link. Node Multihoming can be viewed as a degenerate case of
Site Multihoming, explained below.

1.3.2 Site Multihoming

Site Multihoming refers to a stub network that connects to at least two different
network service providers. These stub networks do not provide any transit service
to other networks. Site multihoming potentially concerns a wide range of sites,
from residential Internet users with two or three hosts, to very large enterprise
networks composed of thousands of hosts.
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1.3.3 Multihoming of Small ISPs

Multihoming of Small ISPs refers to ISPs that have a local presence, that provide
transit services to stub networks, and that connect to multiple different upstream
providers. Those small ISPs may be large enough to obtain their own provider-
independent address space. They have their own AS numbers, and use BGP to
advertise reachability informations to other domains.

1.3.4 Multihoming of Transit ISPs

Multihoming of Transit ISPs refers to medium and large ISPs, that provide tran-
sit services to other ISPs and/or stub networks, and that connect to multiple
different upstream providers. They typically have more than a local presence,
often a worldwide one. They always use their own provider-independent address
space, and also use BGP to advertise reachability informations to other domains.
Is is hoped that the number of those transit ISPs remains low, even in an IPv6
Internet. Currently, there are less than 2,000 medium and large transit ASes [112].

In this thesis, only site multihoming and the multihoming of small ISPs are
considered. Node multihoming is a simpler and degenerate case of site multihom-
ing. The multihoming of Transit ISP has a widely accepted solution, which is to
announce a set of routes with BGP to the upstream providers. This provides the
rest of the Internet with multiple paths back to the multihomed sites. This is the
way how multihoming is achieved in the current IPv4 Internet. This solution is
considered acceptable in IPv6 for the multihoming of medium and large transit
ISPs, considering that the number of those ISPs will grow much slower than the
number of stub networks and small ISPs. However, multihoming with BGP is not
considered as a viable solution for site multihoming and for the multihoming of
small ISPs, as it will be explained in Chapter 3.

1.4 Current IPv4 Multihoming Practices

This section describes how sites currently connect to multiple providers in the
IPv4 Internet.

1.4.1 Site Multihoming with BGP

In the current IPv4 Internet, the traditional approach for multihoming is to an-
nounce, using BGP, a single prefix to each provider, as illustrated in Figure 1.9
or Figure 1.10.

When a failure occurs between the local site and a remote site, normal op-
eration of the BGP routing protocol will ensure that the routing advertisement
corresponding to this particular path will be withdrawn from the routing system.
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The remote site who had selected this path as the best available will select an-
other candidate path as the best path. Upon restoration of the path, the path
is re-advertised in the interdomain routing system. The remote site will under-
take a further selection of the best path based on this re-advertised reachability
information.

Multihoming with BGP is essentially used by ISPs and very large enterprise
networks. It obviously requires configuring and running the BGP protocol, in
addition to obtaining an official AS number. When multihoming with BGP, the
site can use provider-independent (PI) addresses or provider-aggregatable (PA)
addresses.

Multihoming with PI addresses

Figure 1.9. IPv4 Multihoming using provider-independent addresses

In Figure 1.9, AS 123 was large enough to obtain and use provider-independent
(PI) addresses. It announces its PI prefix to both its providers AS 20 and AS 30.
Neither AS 20 nor AS 30 is able to aggregate the announcement made by AS 123.
Therefore, both AS 20 and AS 30 announce to the global Internet the prefix of
AS 123, in addition to their own prefix. These ISPs will propagate the route re-
ceived to the global Internet. This provides the rest of the Internet with multiple
paths back to the multihomed sites. It is clear that the use of PI addresses in-
troduces an additional routing entry in the global routing system. Widespread
multihoming in this manner presents scaling concerns [110, 15].

The use of provider-independent addresses has long been the preferred way
to multihome in IPv4 [111]. A reason for this preference is that a site does not
have to renumber if it changes of provider. Until the mid 1990s, it was relatively
easy for a site to obtain a fairly large provider-independent address space from
an RIR. Little justification was needed to obtain a /24 PI assignment. Due to the
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rapid depletion of the IPv4 address space, the RIRs no longer assign blocks as
large as a /24 to small sites [172, 12, 10]. As a consequence, many sites are not
able to obtain a PI assignment from their RIR.

Multihoming with PA addresses

Figure 1.10. IPv4 Multihoming using provider-aggregatable addresses

In Figure 1.10, AS 123 uses instead a single provider-aggregatable address
space. This address space is assigned by the primary transit provider AS 20.
AS 123 announces prefix 20.0.123.0/24 to both its providers AS 20 and AS 30.
Here, AS 20 is able to aggregate this prefix with its own 20.0.0.0/8 prefix. AS 20
only announces the aggregate to the Internet. However, AS 30 cannot aggregate
this prefix with its own prefix. Thus AS 30 still has to announce the prefix of
AS 123 in addition to its own prefix. An awkward side effect is that almost all
packets will now enter AS 123 via AS 30, due to the BGP decision process which
favours more specific prefix advertisements.

Sites use PA addresses when their addressing requirements are not sufficient
to meet the requirements for a PI address block by RIRs. The drawback is that
the site is usually required to renumber if it decides to change of primary transit
provider.

Even when PA addresses are used, multihoming with BGP in this manner still
introduces an additional routing entry in the global BGP routing tables, as AS 30
cannot aggregate the prefix announced by AS 123. In order to limit the size of the
Internet routing tables, a common operational practice is to ignore routes with
prefixes longer than 24 or even 22 bits [29]. Operators can also filter prefixes that
have larger mask lengths than the address allocation guidelines published by the
Regional Internet Registries [172, 12, 10]. In the example of Figure 1.10, AS 30
might refuse to propagate the route advertisement for prefix 20.0.123.0/24. A
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consequence is that some routes are not distributed to the global Internet. Since
the minimum /24 prefix required may be larger than the allocation available to
small sites, these small sites are unable to get the multihoming benefits when
using BGP.

1.4.2 Site Multihoming with NAT

Small sites that cannot multihome with BGP can still get multihomed with the
help of Network Address Translation (NAT).

Network Address Translation

NAT is a method by which IP addresses are mapped from one realm to another,
in an attempt to provide transparent routing to hosts [184, 80].

There are two variations to NAT, namely Basic NAT and Network Address
Port Translation (NAPT). Basic NAT is a mechanism by which IP addresses
are mapped from one address to another, in one-to-one fashion. NAPT extends
the notion of translation one step further by also translating transport identifier
(e.g., TCP and UDP port numbers, ICMP query identifiers). This allows the
transport identifiers of a number of private hosts to be multiplexed into the
transport identifiers of a single external address. For example, a NAPT device
allows several hosts using private IP addresses to share a single external public IP
address, a capability highly appreciated when the exhaustion of the IPv4 address
space seems to be inevitable.

NAT devices do not examine or modify the transport payload. As a con-
sequence, NAT devices presents limitations. For instance when an application
payload includes an IP address, or when end-to-end security is needed. Applica-
tion layer security techniques that do not make use of, or depend on, IP addresses
will work correctly in the presence of NAT (e.g. SSL or SSH). In contrast, trans-
port layer techniques such as IPsec transport mode [120], FTP [158], RTSP [179],
or SIP [174] do not. For these applications that do not lend themselves easily
to translation by NAT devices, Application Level Gateways (ALGs) can be used.
ALGs are application specific translation agents that interact with NAT to set
up state, use NAT state information, modify application specific payload and
perform whatever else is necessary to get the application running through a NAT
device.

Application to Multihoming

When multihoming with NAT, the site receives PA prefixes assigned from each
transit providers. However, the hosts within the multihomed site do not use di-
rectly those addresses. They use instead private IP addresses [171]. Figure 1.11
illustrates such a scenario. In this figure, the site is using the 192.168.0.0/24
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Figure 1.11. IPv4 Multihoming using Network Address Translation

private address space, and is connected to two providers : AS 20 and AS 30. The
site received the 20.0.123.0/24 and 30.0.123.0/24 prefixes from AS 20 and
AS 30 respectively. An IP packet leaving the network is processed by the NAT
gateway, where the private IP address is translated into a public address belong-
ing to the provider selected to carry the packet. For instance, the IP address of a
packet sent to AS 30 will be translated from 192.168.0.1 to 30.0.123.1. An answer
to this packet will be addressed to 30.0.123.1, received by the NAT gateway, and
translated back to the original 192.168.0.1 private address.

The site is not really multihomed, but rather single-homed to several network
service providers. No accommodation is required from the transit providers, be-
yond that which they would do for a non-multihomed customer. This approach
allows a wide range of customer to multihome, from residential Internet users up
to large enterprises. It does not require PI addresses nor an official AS number,
and preserves the size of the Internet routing tables since no additional route
specific to the multihomed site is announced.

However, this approach does not meet all motivations for multihoming, most
notably transport-layer survivability. When a failure occurs that affect some con-
nection, it is not possible to intercept and continue the connections since the
outgoing public IP addresses cannot be modified without breaking the TCP ses-
sion. Additionally, multihoming with NAT imposes the limitations introduced by
the NAT, i.e. complex application protocols require explicit support for remap-
ping the addresses and ports.

1.4.3 Site Multihoming with RSIP

We present here another solution for IPv4 multihoming, that does not make use
of the NAT, and that still preserves the sizes of the Internet routing tables
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Realm Specific IP

The Realm Specific IP (RSIP) [35, 34, 135] is a new protocol, designed as an
alternative to NAT. It has the additional requirement to preserve end-to-end
packet integrity, a feature not provided by NAT. RSIP is based on the concept of
granting a host, called a RSIP host, from a network A a presence in another
network B, by allowing it to use resources (e.g. addresses and other routing
parameters) from the network B. The gateway, called RSIP gateway, between
networks A and B owns a pool of such resources, that it can allocate to RSIP
hosts. For instance, Figure 1.12 illustrates a private network that connects to
two provider networks. The RSIP gateway on the border of the private network
received from AS 20 and AS 30 the 20.0.123.0/24 and 30.0.123.0/24 address
blocks. In the figure, Hosts A and B use private IP addresses. They use their
private address to request a second, public, IP address from the gateway through
a RSIP transaction. For instance, in Figure 1.12, Host A received the 20.0.123.1
IP address.

Figure 1.12. IPv4 Multihoming using the Realm Specific IP

RSIP has been defined in two basic flavours : RSA-IP and RSAP-IP. When
using RSAP-IP, the RSIP gateway maintains a pool of IP addresses as well as
pools of port numbers per address. The gateway allocates each IP address with
one or more port numbers. A host may only use the tuples address/port that
have been assigned to it. When RSAP-IP is used, a tunnel must be set up be-
tween the RSIP host and the RSIP gateway, since a same IP address (but with
different TCP or UDP ports) could be used by two or more hosts on the same
network. This is illustrated by Figure 1.13, where hosts A and B both use the
same 20.0.123.10 address. Host A can use this address only in combination with
TCP and UDP ports inside the 15000-17000 range. Host B can use the same
address only with ports inside the 25000-26000 range If, for instance, Host A
initiates a TCP flow using source port 15000, then the packets will flow through
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an IP tunnel between Host A and the gateway. The reply packets sent by the
remote destination host will be addressed to 20.0.123.10 port 15000. They will
first reach the RSIP gateway, that will next tunnel these packets back to Host A.

Hosts A and B use their private IP address to communicate with each other.
If a host needs to listen on a particular address or port, it must query the RSIP
gateway. If the request is granted, the RSIP gateway will forward all packets
destined for the address and port in question to the host.

Figure 1.13. Establishment of tunnels when RSAP-IP is used

When using RSA-IP, a RSIP gateway only maintains a pool of IP addresses
to be leased by RSIP hosts. Upon request, the gateway allocates an address to
the host with an expiration time. The host may use this leased address with any
TCP or UDP port. When the lease time is about to expire, the host asks for a
lease extension. If granted, the host may continue to use the address, otherwise
it must release it.

Application to Multihoming

The RSIP protocol can be used to provide some form of multihoming, using
the configuration illustrated in Figure 1.12. In this example, hosts use RSA-IP
to receive a temporary public IPv4 address. They use it to communicate with
remote Internet hosts. Suppose the RSIP gateway detects a failure of the link
with AS 20. The RSIP gateway can deny a client request for extending the lease
time of an address within the 20.0.123.0/24 address block. A consequence is that
a RSIP client using such address will request a new public IP address, which can
be given from the 30.0.123.0/24 address block.

Compared to NAT, the advantage is that no Application Level Gateways
(ALGs) are needed, since the payloads of the packets are not modified. Policies
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can be implemented within the RSIP gateway. The extra cost of the RSIP solution
is the necessity to add a software agent on each host in the multihomed network.
To our knowledge, the RSIP implementation that we provide at [61] is the only
complete implementation of the protocol, but limited to the Linux operating
system.

Address sharing is still possible, through the use of the RSAP-IP flavour of
the RSIP protocol. This is illustrated in Figure 1.13, where all hosts share a single
address, but use it with different port numbers. Hence, this solution is applicable
even if each provider only assigns one IP address to the site. Extensions to RSIP
have been defined to improve the scalability of the architecture, and to offer
extended possibilities to bind a RSIP host to a permanent host name. We refer
the reader to our papers [66, 67, 68] for further details.





Chapter 2

Background on IPv6

This chapter briefly introduces IPv6. It focuses only on the differences with IPv4,
and on the few IPv6 notions that are necessary to understand the rest of this
work.

2.1 Addresses

When it was designed in the 1970’s, a set of more than 4 billion IPv4 addresses
seemed largely sufficient. However, the explosive growth of the Internet, inefficient
addressing, and sub-optimal address allocation have caused a rapid exhaustion of
the IPv4 address space. The complete exhaustion is expected between 2014 and
2018 [113]. It may even happen before, as suggested by Figure 2.1 [113]. This
figure shows the evolution against time of the percentage of IPv4 addresses left
for future allocations. In May 2005, less than 30% of the total IPv4 address space
remains unallocated.

To support the sustained growth of the Internet, a new version of IP, IPv6,
was designed. In IPv6, hosts and routers are identified with 128-bit addresses,
instead of 32-bit ones. The address format is made of three parts [100, 101]. The
first n bits represents the global routing prefix. n corresponds to the mask length.
The m following bits are used to identify a sub-network. It is recommended that
m is 16 bits, which leaves 48 bits for the global routing prefix n. The last 64 bits
of the IPv6 address are reserved for the interface identifier of the end devices,



26 Chapter 2. Background on IPv6

 0

 20

 40

 60

 80

 100

85 88 91 94 97 00 03 06 09 12 15

U
na

llo
ca

te
d 

IP
v4

 a
dd

re
ss

es
 [%

]

Year

Figure 2.1. Evolution of the percentage of unallocated IPv4 address space

e.g. a 64-bit identifier derived from an Ethernet’s MAC address. The resulting
address format is illustrated on Figure 2.2, and further detailed in [100, 101]. This
IPv6 address space is large enough to contain billions of billions of networks, each
network containing billions times the whole today’s Internet.

n = 48 bits m = 16 bits 128 − n − m = 64 bits

z }| { z }| { z }| {

Global Routing Prefix Subnet ID Interface ID

Figure 2.2. Typical IPv6 Address Format

The textual representation of an IPv6 address is x:x:x:x:x:x:x:x, where
the “x”s are the hexadecimal values of the eight 16-bit pieces of the address
[99]. The use of “::” indicates multiple groups of 16-bits of zeros. The “::”
can only appear once in an address, and it can also be used to compress the
leading and/or trailing zeros in an address. The representation of an IPv6 address
prefix is similar to the way IPv4 addresses prefixes are written in CIDR notation,
i.e. ipv6-address/prefix-length. The prefix-length is a decimal value that
specifies how many of the leftmost contiguous bits of the address comprise the
prefix [99].
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2.2 Address Types

The IPv6 architecture defines several types of addresses [100]. These types are
indicated on Table 2.1.

Address type Binary prefix IPv6 notation

Unspecified 00...0 (128 bits) ::/128

Loopback 00...1 (128 bits) ::1/128

Multicast 11111111 FF00::/8

Link-Local unicast 1111111010 FE80::/10

Site-Local unicast 1111111011 FEC0::/10

Global unicast (everything else)

Table 2.1. IPv6 Address Types

The unspecified address 0:0:0:0:0:0:0:0 must never be assigned to any
node, as it indicates the absence of an address. The loopback address 0:0:0:0:
0:0:0:1 may be used by a node to send an IPv6 packet to itself. It plays the
same role as the IPv4 127.0.0.1 address. An IPv6 anycast address is an address
that is assigned to more than one interface, typically belonging to different nodes.
Anycast addresses are taken from the unicast address spaces (of any scope) and
are not syntactically distinguishable from unicast addresses. A packet sent to an
anycast address is routed to the nearest interface having that address. An IPv6
multicast address is an identifier for a group of interfaces, typically belonging to
different nodes.

Every IPv6 address other than the unspecified address has a specific scope.
A scope is a topological span within which the address may be used as a unique
identifier for an interface or set of interfaces [71]. A Link-Local unicast address
is for use on a single link, i.e. its scope is the link. A Link-Local address starts
with the well-known prefix FE80::/10. Such address is automatically assigned to
an interface by concatenating the FE80::/10 prefix with the interface identifier
(64 bits). A Site-Local1 unicast address is for use in a single site, i.e. its scope
is the site. Finally, a Global unicast address is for use in the global Internet. An
example of a global-scope unicast IPv6 address is 2001:DB8:3080:5::ABCD/48,
where the global routing prefix is 2001:DB8:3080::/48, the subnet ID is 5, and
the interface ID is ::ABCD. The mask length is 48 bits, out of 128 bits.

1Site-Local addresses are considered deprecated since September 2004 [105], essentially be-
cause of implementation difficulties and the fuzzy nature of the site concept.
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2.3 Stateless Address Autoconfiguration

Figure 2.3. Stateless address autoconfiguration

In IPv6, a stateless mechanism has been defined to allow a host to gener-
ate its own addresses, using a combination of locally available information, and
information advertised by routers [198].

In typical IPv6 sites, routers periodically advertise the global prefixes that
identify the subnet associated with a link. Hosts generate a complete IPv6 address
for each of their interfaces by combining the advertised prefix with each interface
identifier. The interface identifier for an Ethernet interface is itself based on the
EUI-64 identifier [14] derived from the built-in 48-bit IEEE 802 address of the
interface. This process is described in [53], and illustrated by Figure 2.3.

In this figure, RA (resp. RB) is the site exit router connected with ISP 10 (resp.
ISP 20). RA advertises the subnet prefix 2001:10:1:0::/64, and RB advertises
prefix 2001:20:1:0::/64. Suppose Host X has a single interface. Host X will
generate two global-scope IPv6 addresses for this interface, by concatenating the
two advertised prefixes with its interface identifier. This interface identifier is itself
generated by adding the fixed hexadecimal value 0xFFFE between the third and
fourth octets of the IEEE 802 address, and by setting to 1 the “Universal/Local”
(U/L) bit, i.e. the lowest order bit of the first octet of the identifier. For instance,
if the IEEE 802 address of Host X is 00:04:3A:8B:B7:EE, the generated interface
identifier is 0204:3AFF:FE8B:B7EE, and the two IPv6 addresses generated for this
interface are 2001:10:1:0:204:3AFF:FE8B:B7EE and 2001:20:1:0:204:3AFF:

FE8B:B7EE. This process is illustrated by Figure 2.4.



2.4. Address Selection 29

U/L=1 Fixed value 0xFFFE

↓ z }| {

2 0 0 1 : 0 0 1 0 : 0 0 0 1 : 0 0 0 0 : 0 2 0 4 : 3 A F F : F E 8 B : B 7 E E

| {z } | {z } | {z }

Global Advertised Prefix Subnet ID Interface ID

Figure 2.4. Generation of an IPv6 Address

In the absence of routers, a host can only generate link-local addresses. Nodes
can use these link-local addresses for communicating with other nodes attached
to the same link.

IPv6 also defines a stateful address autoconfiguration model [76, 75], where
hosts obtain addresses, other configuration informations, or both from a server.
Stateless and stateful autoconfiguration complement each other, as a host can
use stateless autoconfiguration to configure its own addresses, and use stateful
autoconfiguration to obtain other informations, such as the addresses of DNS
recursive name servers.

2.4 Address Selection

As presented in section 2.2, the IPv6 architecture defines several types of IPv6 ad-
dresses, with different scopes (global, site, or link). A consequence is that an IPv6
host typically ends up with several IPv6 addresses per interface. Additionally, If
the host is connected to different networks, it may also have several global-scope
IPv6 addresses. This is the case for Host X in Figure 2.3. The end result is that
IPv6 implementations will very often be faced with multiple possible source and
destination addresses when initiating a communication. A document [73] defines
a default algorithm for selecting source and destination addresses, so that devel-
opers and administrators can reason about and predict the behaviour of their
systems. The algorithm is specified as a set of rules that define a partial ordering
on the set of addresses that are available for use.

2.4.1 Default Policy Table

The specification optionally allows the administrative configuration of policy that
can override the default behaviour of the algorithm. The “policy override” takes
the form of a configurable table that specifies precedence values, and preferred
source prefixes for destination prefixes. This table is called the policy table, and
is a longest-matching-prefix lookup table, much like a routing table. It tells
which destination addresses must be preferred over others, and which source
addresses must be used with a given destination address. Given an address A,
a lookup in the policy table produces a precedence value Precedence(A) and a
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label Label(A). The precedence value is used for sorting destination addresses.
If Precedence(A) > Precedence(B), then the algorithm will prefer destination
address A over destination address B. The label value allows for policies that
prefer a particular source address prefix for use with a destination address prefix.
The algorithm prefers to use a given source address S with a destination address
D if Label(S) = Label(D). The recommended default policy table is illustrated
on Table 2.2 [73].

Prefix Precedence Label

::1/128 50 0

::/0 40 1

2002::/16 30 2

::/96 20 3

::ffff:0:0/96 10 4

Table 2.2. The default policy table

The two following subsections detail how the address selection algorithm works
[73]. The algorithm is given a list of possible destination addresses (e.g. from the
DNS), and has a list of possible source addresses (all addresses assigned to the
interfaces).

2.4.2 Source Address Selection

First, for each destination address, the algorithm selects the best possible source
address. Eight rules exist to make this selection. We can highlight three inter-
esting rules. The first is to prefer an appropriate scope, e.g. use a global-scope
source address with a global-scope destination address, and use a link-local source
address with a link-local destination address. To make a choice among the source
addresses that have an appropriate scope, the algorithm uses a second rule, which
is to prefer matching labels. If the label of one source address matches the label
of the destination address, then this source address is preferred over another that
does not match. The third and last interesting rule is to prefer the source address
with the longest matching prefix for the destination address. We refer the reader
to [73] for the description of the other rules that we do not use in this work.

2.4.3 Destination Address Selection

After the source address selection, the algorithm knows which is the best source
address for each destination address given by the DNS. The algorithm must now
determine the best (source, destination) address pair. Like for the source address
selection, there are many rules on how to perform this selection. We highlight
six interesting rules, over a total of ten. The first rule is to prefer a couple of
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(source, destination) addresses that have the same scope, over a couple where the
source and destination addresses have different scopes. The second is to prefer a
couple of (source, destination) addresses that have matching labels over a couple
of addresses that do not. Note that this rule is different from the matching label
rule of the source address selection. The third rule is to prefer the destination ad-
dresses with the highest precedence, given by the policy table. The fourth rule is
to prefer destination addresses with the smaller scopes. This means that a couple
of link-local source and destination addresses will be preferred over a couple of
global-scope source and destination addresses. The fifth rule is to prefer a couple
of source and destination addresses that have the longest matching prefix. Fi-
nally, the last rule is to leave the order unchanged and select the first destination
address on the list. Again, we refer the reader to [73] for the description of the
four other rules. We do not use them in this work.

One effect of this default policy table is to prefer using native source addresses
with native destination addresses, 6to4 [44] source addresses with 6to4 destination
addresses, and v4-compatible [99, 88] source addresses with v4-compatible desti-
nation addresses. Another effect of the default policy table is to prefer communi-
cation using IPv6 addresses to communication using IPv4 addresses, if matching
source addresses are available.

2.4.4 Example

Assume that the destination host has two IPv6 addresses 2001:bbbb:bbbb::b

and 2007:0:bbbb::b. The initiating host has three IPv6 addresses 2001:aaaa:

aaaa::a, 2007:0:aaaa::a, and fe80::a. The algorithm will first select the best
source address for each destination address. With the default policy table, this
will result in the addresses shown in Table 2.3.

Destination Address Best Source Address Rule Used

2001:bbbb:bbbb::b 2001:aaaa:aaaa::a Longest Matching Prefix
2007:0:bbbb::b 2007:0:aaaa::a Longest Matching Prefix

Table 2.3. Example of source address selection

Next, the initiating host selects the best destination address. In this exam-
ple, all couples of source and destination addresses have the same scope, the
same matching labels, and the same precedences. The couple (2007:0:bbbb::b,
2007:0:aaaa::a) has a longer matching prefix (2007:0::/32) than the match-
ing prefix (2001::/16) of the couple (2001:bbbb:bbbb::b, 2001:aaaa:aaaa::a).
Therefore, the first couple is preferred. As result of the source and destination
address selection algorithm, Host X will join Host Y with the destination address
2007:0:bbbb::b and the source address 2007:0:aaaa::a.
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2.5 DNS Extensions

Like in IPv4, hosts usually have an associated name stored in the Domain Name
System. The name is stored using a new DNS resource record, with mnemonic
AAAA [197]. The IP6.ARPA Domain is defined for providing a way of mapping an
IPv6 address to a host name. An IPv6 address is represented as a name in the
IP6.ARPA domain by a sequence of nibbles separated by dots with the suffix
“.IP6.ARPA”. For instance, the reverse lookup domain name corresponding to
the address 2001:0:1:2:3:4:567:89ab would be b.a.9.8.7.6.5.0.4.0.0.0.

3.0.0.0.2.0.0.0.1.0.0.0.0.0.0.0.1.0.0.2.IP6.ARPA.

2.6 Address Allocation Process

The responsibility for the management of the IPv6 address spaces is identical to
the one of the IPv4 address space. It was illustrated by Figure 1.1 in Chapter
1. In IPv6, the block 2000::/3 was designated to be the global unicast address
space that the Internet Assigned Numbers Authority (IANA) may allocate to
the Regional Internet Registries [101]. In IPv6, the allocation unit from IANA to
RIRs is usually one /23 at a time. As in IPv4, the RIRs in turn allocate their
address blocks to Local Internet Registries (LIR). In IPv6, LIRs that meet the
initial allocation criteria receive a minimum allocation of /32 out of 128 bits,
i.e. enough for more than 4 billion of networks, each containing 264 addresses.
Those LIRs next assign address spaces to their customers on request. In IPv6,
the customers will generally be given /48 assignments [114, 11, 156].



Chapter 3

IPv6 Multihoming
Problem Statement

This chapter focuses on the reasons why a new multihoming mechanism is needed
in an IPv6 Internet. It presents the challenges faced by the IPv6 multihoming
architectures to respect motivations and constraints related to multihoming.

3.1 The BGP Routing Tables Growth

The size of a BGP routing table is measured in the number of prefixes it contains.
A BGP routing table entry contains reachability information for a single prefix.
Over the last ten years, the size of these routing tables has risen from 20,000 IPv4
prefixes in 1995 to more than 200,000 in 2005 [112, 109, 131]. Figure 3.1 shows
the number of active IPv4 prefixes in the BGP routing tables of the routers in
the Telstra AS (AS 1221). This figure illustrates the sustained growth of the BGP
routing tables. Since IPv6 is currently not largely deployed, the number of IPv6
prefixes contained in the BGP routing tables is still low, with a few hundreds
of prefixes, as illustrated by Figure 3.2. However, their number is also increasing
rapidly. Without better route aggregation, it is expected that the number of IPv6
prefixes in the BGP routing tables will be similar or even larger than the number
of IPv4 prefixes.
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Figure 3.1. Number of active BGP IPv4 entries in the Telstra routers
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Figure 3.2. Number of active BGP IPv6 entries in the Telstra routers
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The current size of those tables already causes operational issues for some
Internet Service Providers, as it has major implications on storage requirements,
computational load, forwarding performance, and protocol overhead for Internet
routers [110, 29]. Moreover, several experts are concerned about the increasing
risk of instability of BGP [15, 123].

The scalability of the Internet routing infrastructure depends on the number
of prefixes that appear in the BGP routing tables. This in turn depends on how
often autonomous systems use the minimum number of prefixes to summarise
all of its IP addresses, process known as route aggregation, see section 1.2.4.
However, route aggregation cannot be performed in all situations. One reason is
multihoming. As described in 1.4, IPv4 multihoming is achieved by announcing
with BGP a single prefix to each provider. A multihomed AS receives either
provider-aggregatable addresses from some or all of its providers, or it receives
a provider-independent address block directly from an Internet Registry. In any
case, at least one provider is unable to aggregate the prefix from the multihomed
AS. Figure 1.9 and Figure 1.10 in section 1.4.1 illustrated this problem.

According to a work about the growth of the BGP routing tables [37], multi-
homing is responsible for approximately 20 to 30% more prefixes. Moreover, the
number of multihomed sites is growing, since many ISPs and corporate networks
wish to enhance their reliability and improve their network performance such as
network latency. Nowadays, at least 60% of stub domains are connected to two
or more providers [3]. Many sites are expected to also require to be multihomed
in IPv6, even end users with multiple interfaces to GSM, UMTS, or 802.11 net-
works. In order to preserve the size of the BGP routing tables in the Internet,
the IPv4 multihoming mechanism is prevented in IPv6 by operational procedures
[173]. A new multihoming solution that ensures route aggregation is required for
IPv6 [15].

The overall issue of IPv6 site multihoming is to provide some functionalities to
meet various motivations, under several technical and non-technical constraints.
For instance, redundancy is a major motivation that pushes sites to become mul-
tihomed, while scalability is a technical constraint that any IPv6 multihoming
solution must respect. RFC 3582 [1] mixes functionalities, motivations and con-
straints all together, and calls them goals. As this term is sometimes ambiguous,
e.g. redundancy and scalability can both be referred to as goals, we chose to dis-
tinguish these three notions for clarity purposes.

The motivations for multihoming are described in section 3.2, while the func-
tionalities needed to meet these motivations are detailed in section 3.3. The con-
straints are presented in section 3.4.
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3.2 Multihoming Motivations

This section identifies major reasons why sites wish to be multihomed in the
current IPv4 Internet. These motivations reflect the benefits that sites expect to
obtain by connecting to multiple providers. These motivations are expected to be
the same in an IPv6 Internet. This section is mostly based on [2, 1, 177].

3.2.1 Redundancy

A major motivation to connect to multiple providers is to protect the multi-
homed site against various failure modes, within one or more transit providers,
as well as link failures between the multihomed site and the providers. Multi-
homing is expected to accommodate –in the general case, issues of shared fate
notwithstanding– continuity of connectivity during the following failures :

• physical failure (e.g. a fibre cut during construction works or a router hard-
ware failure)

• logical link failure (e.g. a misbehaving router interface)

• routing protocol failure (e.g. a BGP peer reset or misbehaving)

• human errors (e.g. configuration errors)

• transit provider failure (any of the above error occurring in an upstream
provider, e.g. a backbone-wide IGP failure)

3.2.2 Load Sharing

By being multihomed, a site is able to distribute its traffic between multiple
transit providers. The objective is to use the multiple providers concurrently, not
just the usage of one provider over one interval of time and another provider over
a different interval. A reason behind this might be that any one transit provider
might not fulfil alone all the requirements of the site. In particular, reasons behind
sharing the load between several providers may include performance and policy,
as explained below. For example, a site might use one provider for its global
connectivity, and another provider for the traffic it exchanges locally.

3.2.3 Performance

Many sites use multiple providers to improve their network performance, e.g. de-
lay, loss, jitter or raw bandwidth. For instance, a site might use a high-bandwidth,
low delay but expensive link for its real-time traffic, and use another, cheaper link
for the rest of its traffic. Sometimes a site can experience performance difficulties
to reach some destinations. In this case, it may be useful to redistribute the traffic
on the links with other providers.
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3.2.4 Policy

The traffic is sometimes distributed based on some policy beyond technical scope,
e.g. cost or commercial reasons. An academic institution might for instance direct
the commercial traffic to the provider offering global Internet connectivity, while
sending its research traffic through a national or international research network.
Another example is a site that might prefer to use several cheap low-bandwidth
connections instead of a single expensive high-bandwidth connection, only for
cost reasons.

3.2.5 Independence

Technical reasons for independence are mainly covered under redundancy. In-
dependence here focuses on economic, political and administrative perspectives.
Multihoming with your own address space brings some degree of provider inde-
pendence. This in turn may help the multihomed site in obtaining better service
level agreements, or being able to get lower prices.

3.3 Multihoming Functionalities

As explained in section 3.2, sites wish to be multihomed for various technical
(e.g. redundancy, load-sharing, network performance) and non-technical reasons
(e.g. cost, commercial relationships, independence). These reasons can be referred
to as motivations. In order to meet these motivations, any IPv6 multihoming
solution must provide sufficient functionalities. Two main functionalities can be
distinguished : full fault tolerance and traffic engineering capabilities.

3.3.1 Fault-Tolerance

The most common motivation for multihoming is probably redundancy. Hence,
any multihoming solution must provide mechanisms to protect the multihomed
site against the failure of a link with one of its providers, as well as distant
failures in the Internet, see section 3.2.1. This is illustrated on Figure 3.3, where
the multihomed site protects itself against the distant failure of Link C, not only
against the failure of Link A or Link B.

A site is said to re-home when it is changing of provider for carrying its pack-
ets, for instance because the link with the previous provider failed. This change
should be as quick as possible. A required mechanism is to provide transparency
for transport-layer sessions across such re-homing events. This means that the
exchange of data between devices on the multihomed site and devices elsewhere
on the Internet should proceed with no greater interruption than that associated
with the transient packet loss during the re-homing event. Transport-layer ses-
sions include protocols such as TCP, UDP and SCTP over IP. Applications which
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Figure 3.3. Re-homing after the detection of a distant failure

communicate over raw IP and other network-layer protocols may also benefit from
re-homing transparency.

3.3.2 Traffic Engineering Capabilities

An adequate set of traffic engineering functionalities is required to fulfil the load-
sharing, performance, and policy motivations for multihoming, described previ-
ously in section 3.2. Required traffic engineering functionalities include :

• the ability to distribute both inbound and outbound traffic between multiple
transit providers,

• the ability to switch the traffic from one provider to another in case of
performance difficulties,

• the ability to cope with policy reasons beyond technical scope (e.g. cost, or
acceptable use conditions).

3.4 Multihoming Constraints

In addition to providing the previous functionalities, any multihoming solutions
for IPv6 must also respect technical and non-technical constraints [1].

3.4.1 Scalability

As explained in section 3.1, current IPv4 multihoming practices contribute sig-
nificantly to the rapid growth of the BGP routing tables in the Internet [110, 37].
This is a concern, both because of the hardware requirements it imposes, and
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also because it has an impact on the stability of the routing system. A major
constraint required for an IPv6 multihoming solution is to preserve the scala-
bility of the routing system, by allowing route aggregation at the level of the
providers of the multihomed site. A new IPv6 multihoming architecture should
scale to accommodate orders of magnitude more multihomed sites than the cur-
rent IPv4 Internet, without imposing unreasonable requirements on the routing
infrastructure.

3.4.2 Compatibility with Packet Filtering

For security reasons, the IETF recommends that ISPs drop the customers’ traffic
entering their networks that is coming from a source address not legitimately in
use by the customer network [82, 25]. This practice, called ingress filtering, aims at
limiting the impact of Distributed Denial of Service Attacks (DDOS), by denying
traffic with spoofed addresses access to the network, and to help ensure that
traffic is traceable to its correct source network. The reasoning behind the ingress
filtering procedure is that distributed denial of service attacks frequently spoof
the source addresses of other systems, making it difficult to trace the source of the
attack. If the traffic leaving a stub network and entering an ISP can be limited
to traffic with legitimate source addresses, attacks can be somewhat mitigated :
traffic with random or improper source addresses can be suppressed before it does
significant damage, and attacks can be readily traced back to at least their source
networks [82].

Figure 3.4. Examples of ingress filters applied by the providers

A multihomed site can negotiate with a provider so that another prefix is
allowed by the provider. For instance, in Figure 3.4, AS 20 normally only accepts
packets with source addresses belonging to the prefix it assigned to AS 123, i.e.
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the 20.0.123.0/24 prefix. In this example, AS 20 agreed to relax its ingress filter in
order to also accept packets with a source address belonging to the 30.0.123.0/24
prefix. However, it is not always possible for a site to require that a provider
relaxes its filters. For instance, in Figure 3.4, AS 30 refuses to accept packets
with source addresses belonging to the 20.0.123.0/24 prefix. Moreover, even if a
provider agrees to relax its filters, like AS 20 in the example, it is not guaranteed
that the packet will not be stopped by an upstream provider, like AS 10.

Ingress filtering can be implemented in at least five ways, with varying impact :
Ingress Access Lists, Strict Reverse Path Forwarding, Feasible Path Reverse Path
Forwarding, Loose Reverse Path Forwarding, and Loose Reverse Path Forwarding
ignoring default routes. These mechanisms are described in details in [25].

For security reasons, a multihoming solution should not preclude this ingress
filtering procedure.

3.4.3 Multihoming Independence

Multihoming independence means here the absence of cooperation related specif-
ically to the multihoming technique. One can distinguish the independence be-
tween the transit providers, and the independence between a multihomed site and
its providers.

Independence between a multihomed site and its providers means that no
particular configuration or service is required from the providers to allow the
site to be multihomed. In other words, no accommodation is required beyond
that a provider would do for a single-homed customer. A provider might even
not be aware that its customer is multihomed. In particular, a provider should
not be required to modify its ingress filtering policy. Independence between a
multihomed site and its providers is desirable since it would allow home office
networks to easily become multihomed. This independence is however not strictly
required for an IPv6 multihoming solution.

Although a multihoming architecture may require cooperation between a site
and its transit providers, it should not require any cooperation directly between
the transit providers.

A multihoming solution provides Complete Multihoming Independence when
independence is assured both between a site and its providers, and between the
transit providers of the site. Otherwise, when the solution requires some coop-
eration between the multihomed site and its providers, then the solution is said
to provide only Partial Multihoming Independence. It can be noted that com-
plete multihoming independence implies the previous constraint, i.e. compatibility
with packet filtering. Complete multihoming independence is typically achieved
through the use of multiple prefixes per site, or through the use of Network Ad-
dress Translation (NAT). For instance, IPv4 multihoming with BGP provides
partial multihoming independence, while IPv4 multihoming with NAT provides
complete multihoming independence.
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3.4.4 Impact on Legacy System

A new multihoming strategy should limit its impact on the hosts, the routers and
the Domain Name System (DNS), in order to be gradually deployed and to not
prevent normal operation of legacy hosts and routers.

The multihoming solution may require changes to hosts or applications, in
particular if the changes would enhance the transport-layer survivability. How-
ever, a legacy host that implements basic IPv6 specifications [100, 98, 89] should
still be able to work in a multihomed site, even if it cannot benefit from site-
multihoming. For instance, a legacy host may lose connectivity if the connection
with one transit provider is lost, even if another provider is still operational. The
changes required by the solution to the host stack, socket API or transport layer
should be distinct functions added to existing functions, so that it is possible
to retain the original socket API or transport protocols in parallel, even if they
cannot benefit from multihoming.

The solutions may also require changes to IPv6 router implementations, but
these changes should not prevent normal single-homed operation. Routers that
implement these changes should be able to interoperate fully with hosts and
routers not implementing them.

Finally, the solution may also require modifications to the Domain Name
System. These solutions either should be compatible with the observed dynamics
of the current DNS system, or the solutions should demonstrate that the modified
name resolution system required to support them is readily deployable.

3.4.5 Simplicity

Since any proposed multihoming solution must be deployed in real networks with
real customers, simplicity is highly desired. The current multihoming solution is
quite straightforward to deploy and maintain. A new IPv6 multihoming solution
should not be substantially more complex to deploy and operate, for multihomed
sites or for the rest of the Internet, than the current IPv4 multihoming practices.





Chapter 4

IPv6 Multihoming
State of the Art

Over 40 solutions for IPv6 multihoming have been proposed during the last few
years [22]. This chapter reviews only on the most relevant ones. It classifies the
solutions for IPv6 multihoming according to their architectural approaches, rather
than their implementation techniques and common issues as in [111]. This state of
the art also methodically compares the solutions according to their mechanisms,
benefits and drawbacks, outlining in this way the major steps that have led to a
new multihoming architecture for IPv6.

4.1 Introduction

Briefly stated, the IPv6 multihoming problem consists in finding a solution that
provides complete fault-tolerance and traffic engineering functionalities, while re-
specting two main constraints : scalability and multihoming independence. The
main architectural approaches for multihoming can be classified according to
where are located the fundamental mechanisms that provide fault-tolerance, traf-
fic engineering functionalities, route aggregation and multihoming independence.
Three approaches are distinguished : Routing, Middle-Box, and Host-Centric ap-
proaches. These approaches are basically illustrated on Figure 4.1. In Routing
approaches, the mechanisms for supporting IPv6 multihoming are located in
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Internet routers in general. In Middle-Box approaches, these mechanisms are
provided by intermediate agents, located between the multihomed site and the
global Internet. Finally, in Host-Centric approaches, multihoming functionalities
are provided mainly by the multihomed hosts themselves.

Figure 4.1. Classes of IPv6 multihoming solutions

This chapter will follow a path in the decision tree that yields to the solution
selected by the IETF. The first three sections focus on the Routing, Middle-Box
and Host-Centric approaches. As it will appear that Host-Centric is the most
promising approach, Section 4.4 will detail several proposed solutions that belong
to this class. These solutions are classified into Transport Layer (Section 4.4.2),
Pure Network Layer (Section 4.4.3), and Intermediate Network Layer (Section
4.4.4) approaches, the latter approach being the one chosen by the IETF. Finally,
at the end of the decision tree, several Intermediate Network Layer solutions are
presented, differing from the kind of identifier namespace. Among the solutions
proposed, the SHIM approach is the one fostered by the IETF. It is detailed in
Section 4.6.

Mechanisms, advantages and drawbacks of all solutions presented in this chap-
ter will be summarised in Table 4.2 and Table 4.3.
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4.2 Routing Approaches for IPv6 Multihoming

The class of Routing solutions groups multihoming architectures that rely on
the routing system in general to roughly provide fault-tolerance and traffic en-
gineering functionalities, while allowing route aggregation. Routing mechanisms
include the use of BGP, the filtering of BGP route advertisements, or the use
of tunnels. IPv6 multihoming solutions that belong to this class are IPv6 Multi-
homing with BGP [125], IPv6 Multihoming using Cooperation between Providers
[117] and IPv6 Multihoming Support at Site Exit Router [92]. A few other Routing
approaches are also shortly presented.

4.2.1 IPv6 Multihoming with BGP

IPv6 multihoming with BGP adapts to IPv6 the traditional IPv4 multihoming
method. The procedure is detailed in [125]. Like in IPv4, a site uses BGP to
announce its own prefix to each provider. As explained previously and illustrated
in Figure 4.2, this solution causes scalability problems, as each multihomed site
introduces a new prefix in the BGP routing tables of all routers in the Internet,
even if the site is using provider-aggregatable prefixes.

Figure 4.2. IPv6 Multihoming with BGP using provider-aggregatable pre-
fixes

This multihoming solution is considered acceptable only for large ISPs and
transit providers, which use provider-independent prefixes. It is not a solution for
small ISP, home and enterprise networks, for scalability reasons but also because
it requires the use of BGP.

Fault-tolerance and traffic engineering are typically provided by adequate con-
figuration of BGP and IGP. For instance, a multihomed site can engineer its
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outbound traffic by assigning appropriate IGP weights to its intradomain links,
or it can use more complex techniques [168, 203]. Inbound traffic engineering is
as difficult to control as with IPv4. AS-Path prepending, MED or community
attributes can be used to roughly control the amount of traffic received from the
providers [33, 165, 203].

4.2.2 IPv6 Multihoming using Cooperation between Providers

This solution relies on providers that cooperate to filter BGP routes, in order
to enable route aggregation while still providing some fault-tolerance. It uses
the existing routing protocols and implementations. The solution is named IPv6
Multi-Homing with Route Aggregation. [117, 23], but it could be used also with
IPv4. Figure 4.3 illustrates a multihomed site that uses this mechanism. It is
connected to two providers, AS 10 and AS 20. The multihomed site received a
single provider-aggregatable prefix 2001:10:1::/48 from one of its providers, AS 10
in this example. This particular ISP is named the primary ISP.

Figure 4.3. IPv6 Multihoming through cooperation between providers

The multihomed site advertises its prefix to both AS 10 and AS 20. In order
to preserve the interdomain routing, AS 20 propagates prefix 2001:10:1::/48 to
AS 10 and to AS 10 only. AS 10 is able to aggregate this prefix with its own
prefix 2001:10::/32, and it announces only the aggregated prefix 2001:10::/32 to
the global Internet. AS 20 does not propagate prefix 200:10:1::/48 to the global
Internet. This can be done for example by using BGP redistribution communities
[166, 167, 168]. As a result of this routing advertisement, the traffic coming from
the Internet and destined for the site is always routed through AS 10, since
only AS 10 announced the prefix of the site to the Internet. AS 10 will forward
the traffic destined for its customer either directly through Link1 or via AS 20,
according to some routing policy. The multihomed site can send its outbound
traffic indifferently through AS 10 or AS 20.
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If Link2 fails, both inbound and outbound traffic will flow through link1.
Similarly, if Link1 fails, the inbound traffic will reach the multihomed site by
taking the path AS 10 → AS 20 → multihomed site. The outbound traffic will
take the reverse forwarding path.

Route aggregation is achieved because only the provider that assigned the PA
prefix to the multihomed site aggregates and announces it to the Internet. This
solution does not provide fault tolerance neither in case of a failure within the pri-
mary ISP (AS 10), nor for primary ISP Internet link failure (Link1). Additionally,
if there is no direct link between AS 10 and AS 20, then the prefix 2001:10:1::/48
announced to AS 20 must be propagated to AS 10 through an intermediary tran-
sit provider. In such cases, a tunnel must be used, otherwise less aggregation is
achieved and/or cooperation is needed between the transit providers, for instance
through the use of the BGP Communities Attribute [200, 32]. This cooperation
may conflict with their commercial interests, and may become unmanageable if
the number of multihomed sites using this mechanism increases. This solution
also forces the client to depend on its primary provider.

A similar solution is described in [199], where a group of providers admin-
istrates cooperatively one prefix and one ASN for their multihomed customers.
Each customer is assigned a subprefix, e.g. a /48, based on the current assignment
rules. However, the group of providers advertises to the global Internet only the
aggregated prefix, e.g. a /32.

4.2.3 IPv6 Multihoming Support at Site Exit Router

IPv6 Multihoming Support at Site Exit Router is a Routing solution that relies on
the use of tunnels and multiple prefixes. It is described in RFC 3178 [92, 23]. In
this approach, a multihomed site is assigned multiple prefixes, one per provider.

Figure 4.4. IPv6 Multihoming support at site exit router
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In the example illustrated in Figure 4.4, AS 65001 obtained prefix 2001:10:1::/48
from AS 10 and prefix 2001:20:1::/48 from AS 20. The two prefixes are advertised
by the site exit routers RA and RB to every host inside AS 65001. These prefixes
are used to derive one IPv6 address per provider for each host interface. Route ag-
gregation is achieved by announcing to a given provider only the prefix allocated
by this provider, so that each provider is able to perform route aggregation. For
instance, AS 65001 advertises prefix 2001:10:1::/48 only to AS 10, and AS 10 an-
nounces only its own IPv6 aggregate 2001:10::/32 to the global Internet. Besides
route aggregation, an advantage provided by this solution is that no particular
service related to multihoming is required from the transit providers, as the site
is not really multihomed, but rather single-homed to each provider. How hosts
select the source address of their packets is not defined in this solution.

Redundancy is provided by using secondary links, established between RA
and AS 20, and between RB and AS 10. In Figure 4.4, RA advertises prefix
2001:20:1::/48 towards AS 20 over the secondary link, which is typically an IP-
over-IP tunnel that goes physically through AS 10. Similarly, RB advertises prefix
2001:10:1::/48 towards AS 10 over the secondary link. In normal conditions, sec-
ondary links are advertised by the routing protocol with a low preference, so that
the primary links are used. When a failure occurs on a primary link between the
site and its ISP, normal operation of the routing protocol ensures that the routing
advertisement corresponding to this particular path is withdrawn. In this case,
the path using the secondary link becomes a valid option for the routers.

This architecture provides route aggregation and is able to preserve the es-
tablished connections across link failures. The main concerns are that it does not
cope with the failure of any of the upstream ISPs, and that it forces each ISP
to configure tunnels. Moreover, in the case of a long-term failure, the traffic that
flows through the secondary link should be switched to the primary link of the
valid provider. This requires some mechanism to prevent the use of addresses
belonging to the failed ISP.

4.2.4 Miscellaneous Routing Solutions

Miscellaneous solutions related to Routing solutions are briefly described here.

Multihoming Using IPv6 Addressing Derived from AS Numbers

IPv4 Multihoming with BGP is prevented in IPv6 by operational procedures
[173]. A document [178] suggests a few possible approaches which could be used
to derive the IPv6 address space automatically from an AS number. This solution
would implicitly give a provider-independent prefix to everyone who has an AS
number. However, routability is not guaranteed, and the solution is not applicable
to sites that do not have an AS number.
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Geographic Address Allocation

Several proposals like [161, 94] have been made to allocate IP addresses in some
geographic fashion, in order to address the route aggregation problem. To get
around the scalability problem, a geographical aggregation scheme splits the
global routing domain into a number of smaller regional ones, where flat routing
happens in each region. Ideally, only aggregates are visible outside the regions.
For instance, the core routers in the Internet would contain one route per country,
or even one route per part of continent. A major issue with geographic address
allocation is global routing. No transit provider is willing to advertise the ag-
gregate for a region if not all sites in the region are customers and pay for the
transit service. Moreover, it is not uncommon that sites move from one region
to another, e.g. when two ISPs merge together. Thus, economic and operational
realities would seem to indicate that it is not a realistic approach.

A similar proposal [206] suggests to aggregate the routing information for
multihomed destinations inside service provider networks based on geography to
accomplish scalable multihoming in IPv6. This would mitigate the route aggre-
gation issue, but it does not solve it.

Routing support for IPv6 Multi-homing

A proposal [36] suggests that each provider advertises its own prefix downwards to
all its customers, and also propagates down to the customers all prefixes received
from higher level providers. This is clearly redundant for upward routing purposes
since each provider still advertises the default route ::/0 to the customer. The
utility is that if a customer receives a BGP advertisement for the prefix of an
upper-level provider, then he can deduce that the Internet can reach him through
this provider. Conversely, the withdrawal of such route indicates to the receiving
AS that the addresses are no longer reachable from the Internet. This reachability
information can be used by hosts in the customer network to avoid the use of those
addresses as source addresses.

4.3 Middle-Box Approaches for IPv6 Multihoming

Middle-Box approaches provide multihoming functionalities through services of-
fered by intermediary boxes between multihomed hosts and the Internet, for in-
stance a NAT box. Multihoming architectures that belong to this Middle-Box
class include Multihoming with NAT [6], Multihoming Aliasing Protocol [159],
and Multihoming Translation Protocol [160].
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4.3.1 IPv6 Multihoming with NAT

IPv6 Multihoming with NAT relies on the use of Network Address Translation to
direct packets towards a working provider. Typically, a NAT router is installed
at the edge of the network, and knows which provider is up and which is not.
Based on this knowledge, the NAT router substitutes the source IP address of
an outgoing packets with an IP address belonging to the prefix of a operational
provider. Figure 4.5 illustrates a site that is multihomed by using NAT. The site
received two IPv6 prefixes, one from each of its providers. Hosts within the site
may use addresses from either the first or the second provider. When a failure
occurs, the source addresses contained in outgoing packets can be rewritten by
the NAT box, in order to pass the filters applied by the newly selected provider.

Figure 4.5. IPv6 Multihoming with NAT

Multihoming with NAT allows route aggregation and provides complete inde-
pendence with respect to the providers. The site does not need to run BGP. The
NAT box can also be used to somewhat control the amount of traffic sent and
received through each provider, as it is often done today in IPv4 [7].

However, NAT is not considered as a good engineering practice in an IPv6
Internet, because it has many architectural implications [93]. In particular, NAT
alters packets and is not sufficient to achieve transport-layer survivability. Indeed,
as explained in Section 1.4.2, if a failure occurs that affect some connection, it is
not possible to intercept and continue the connection, since the outgoing public
IP addresses cannot be modified without breaking the TCP session. A solution
would be to establish some cooperation with a NAT box installed in the remote
site, so that the new IP address can be rewritten back to its original form when a
packet reaches the destination site. This idea is used by the MHTP and MHAP
solutions, described in the next section.

The use of middles boxes causes other difficulties : it is not well suited for
geographically distributed configurations. Additionally, the use of middle boxes
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breaks the leading design principle for Internet protocols, called the end-to-end
principle [38, 43, 176]. According to this principle, it is beneficial to avoid polluting
the network with state, and to limit new state creation to the involved end nodes.

For all these reasons, this approach is not considered suitable for IPv6 site
multihoming, although it may be interesting for use as a transition mechanism,
or for small residential networks.

4.3.2 Multihoming Aliasing and Translation Protocols

Multihoming Translation Protocol (MHTP) [159] and its variant Multihoming
Aliasing Protocol (MHAP) [160] propose to set up middle-boxes at the edges of the
multihomed sites. The middle-boxes, called endpoints use a protocol to convert
provider-independent addresses to provider-aggregatable addresses when leaving
the multihomed site, and convert the addresses back to the original form when
reaching the edge of the destination site. Hence a fully routable and aggregatable
space is used in the core of the Internet, while a provider-independent space is
used at the edge of the Internet, e.g. in multihomed sites. The drawback is that
an additional routing table (the MHTP routing table) must be maintained for
multihomed networks. This adds an additional layer of indirection, shifting the
scalability issue of site multihoming to a separate protocol. Moreover, it is difficult
to ensure in an Internet-wide environment that the addresses will be written back,
and that no intermediate router will need to access the original addresses, e.g. to
send an ICMP message. In addition, it is not evident that this approach can be
made reasonably secure, though no security analysis was ever performed on this
approach.

4.4 Host-Centric Approaches for IPv6 Multihoming

Host-Centric Multihoming groups all solutions that rely on the use of multiple
prefixes and host capabilities to provide fault-tolerance, traffic engineering and
route aggregation. Many proposed solutions belong to this class : SIM [147],
NOID [148], CB64 [146], SHIM [150], WIMP [212], HIP [137], LIN6 [195] and
and E2E [153]. Several transport protocols (SCTP [188], DCCP [122] and TCP-
MH [129]) have been adapted to operate in such an environment.

The architecture common to all Host-Centric multihoming approaches is first
described in section 4.4.1. Next, Host-Centric approaches are further divided
into Transport Layer, Pure Network Layer, and Intermediate Network Layer ap-
proaches, described respectively in sections 4.4.2, 4.4.3, and 4.4.4. Finally, mech-
anisms, advantages and drawbacks of all solutions will be summarised in Table
4.2 and Table 4.3.
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4.4.1 Architecture

Figure 4.6 illustrates a standard IPv6 multihomed site. Two Internet Service
Providers, AS 10 and AS 20, provide connectivity to the multihomed site AS 65001.
AS 65001 received one prefix per provider, e.g. 2001:10:1::/48 from AS 10 and
2001:20:1::/48 from AS 20. The two prefixes are advertised by the site exit routers
RA and RB to every host within AS 65001. These prefixes are used to derive one
IPv6 address per provider for each host interface. Route aggregation is achieved,
because AS 65001 advertises prefix 2001:10:1::/48 only to AS 10, and AS 10 only
announces its own IPv6 aggregate 2001:10::/32 to the global Internet.

Figure 4.6. Host-Centric IPv6 Multihoming

Source Address Dependent Routing

To respect ingress filtering policies applied by the providers [25], the site must en-
sure that all outgoing packets with a source address within prefix 2001:10:1::/48
are sent through AS 10. Similarly, outgoing packets with a source address within
prefix 2001:20:1::/48 must be sent through AS 20, otherwise they would be
dropped when entering in AS 10. As a consequence, the source address selected
by a host determines the upstream provider used.

The simplest solution to respect this constraint is to have only one site exit
router connected to all providers. This router selects the exit link on the basis
of the source address contained in the packet [107]. Another solution is to imple-
ment source address dependent routing, either in the whole multihomed sites, or
simply in a connected domain that includes all the site exit routers [107], as illus-
trated by Figure 4.7. Tunnels can be used if the site exit routers are not directly
interconnected.
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Figure 4.7. Source address dependent routing between the site exit routers

Preservation of Established Connections

The difference with IPv6 Multihoming Support at Site Exit Router is that fault-
tolerance is not provided by the use of backup links. Instead, it is based on
enhanced host capacity to detect the failure of a path, and to switch from one
provider to another. In Figure 4.6, suppose for instance that some failure occurs
within AS 10. The host detects this failure, for example by examining the number
of packet losses. To switch from the failed provider to the other provider, the host
simply selects another source address for its outgoing packets. This would break
the transport connections, unless some new protocol or mechanism is used by the
host to preserve its established connections. This can be done in practice by using
an enhanced TCP like TCP-MH [129] or a dedicated transport-layer protocol like
SCTP [188, 50, 154, 49] or DCCP [121, 122, 83], or by designing something new
below the transport layer like HIP [137], SHIM [150], SIM [147], NOID [148],
CB64 [146], or WIMP [212].

As applications have many different requirements for the quality of their net-
work connection, an advantage brought by this solution is that each application
can decide by itself if the connection is good enough. If needed, an application may
switch to another provider by simply using another source address. The major
drawback is that new mechanisms are required to preserve the established con-
nections, in both source and destination hosts. This solution also heavily change
how traffic engineering is achieved as hosts can decide which provider they use to
send their outgoing traffic. This will be largely discussed in this thesis. Further is-
sues related to this class of solutions are described in [106]. However, a quick look
to Table 4.2 shows that Host-Centric approaches provide all major functionalities
required, at the price of some modifications to end-hosts. This trade-off is con-
sidered acceptable, especially if the required modifications also produce benefits
outside the framework of IPv6 multihoming.
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4.4.2 Transport Layer Approaches

As previously stated, the mechanisms for the provision of multihoming support
can be located in the transport layer or in the network layer of the stack. Current
transport protocols, e.g. TCP or UDP, identify the endpoints involved in a com-
munication through their IP addresses. If one address changes, the transport-level
flow breaks. With the Host-Centric solutions, hosts have several addresses. They
need to be able to use them interchangeably during the lifetime of a flow in order
to survive outages affecting any of those addresses. Transport Layer approaches
suggest the support of multiple addresses per endpoint in the transport layer, so
that an address can be substituted with another without breaking the communi-
cation. A few current transport protocols already support this feature, like SCTP
[188] and DCCP [122]. For those protocols, only minor modifications [51, 121] are
required to adapt them to the multihoming scenario. Older transport protocols,
like TCP or UDP, do not currently support the use of multiple addresses, and
require substantial modifications, like TCP-MH [129].

It is usually believed that the transport layer has a better understanding than
the network layer of which address is working and which is not. The transport
layer naturally obtains information on the quality of different paths. However,
working at the transport level requires a different mechanism for every transport
protocol. With respect to security, cookie based protections may be enough to
ensure that no new security threats are introduced. The reason is that attacks to
transport layer solutions are performed on a per connection basis, in contrast to
network layer solutions.

TCP-MH

The existing TCP is not designed to manipulate multiple addresses in one TCP
session. If a network outage occurs and the access-line associated with the local
and remote IP addresses is down, the TCP session will finally time out and
terminate.

An extension to TCP has been proposed in [129], where SYN segments contain
all the IP addresses available to reach the source node. TCP-MH also defines MH-
Add and MH-Delete options in order to convey local address information from
the sender to the receiver over an established TCP connection. These options are
used one at a time during a connection to add or remove usable IP addresses.
When an outage is detected, the endpoints switch to another available pair of IP
addresses. A serial number is added in the MH-Add and MH-Delete options so
that these options are more difficult to fake for an attacker trying to hijack an
existing TCP connection, but many other security issues still exist [17].

TCP-MH is not the first proposition to enhance TCP. Multi-homed TCP [104]
already suggested in 1995 to identify packets belonging the same connection by
using a context identifier that is sent in a TCP option, rather than using the source
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and destination addresses and ports. Outgoing packets are sent to one or more
addresses from which data has recently been received for the same connection.

Yet another proposal [192] defines additional options to TCP, to be used
when initiating the connection. During this phase, both endpoints agree on the
alternative addresses that can be used to deliver packets belonging to the TCP
session.

SCTP

The Stream Control Transmission Protocol (SCTP) is a new, reliable, connection-
oriented transport protocol [154, 188, 50]. It can be used as an alternative to TCP
and UDP. A relationship is created and maintained between two endpoints of an
SCTP association until all packets have been successfully transmitted. SCTP
allows data to be partitioned into multiple streams that have the property of
independently sequenced delivery, so that a message lost in any one stream will
only initially affect delivery within that stream, and not delivery in other streams.

A core feature of SCTP is the ability for a SCTP endpoint to support mul-
tiple IP addresses. SCTP endpoints exchange their lists of addresses during the
initiation of an association. No IP address can be added or deleted once the as-
sociation has been established, although an extension to SCTP can provide this
feature [187]. Each endpoint is able to receive messages from any of the addresses
associated with the remote endpoint. However, a single address is chosen as the
primary address and is used as the destination for normal transmission. Each
endpoint monitors the reachability of the secondary addresses of its peer so that
it always knows which addresses are available for the failover. The monitoring is
done by sending a heartbeat packet to an idle destination address, which the peer
acknowledges. A secondary address is used when continued failure to send to the
primary address is noticed, until heartbeat packets determine that the primary
address is reachable again.

Issues and discussion on the applicability of SCTP to the multihoming prob-
lem are presented in [49, 51]. From the security viewpoint, SCTP uses a random
verification tag as a weak security mechanism to avoid packet injection. SCTP
protects itself against TCP SYN flooding attacks by remaining stateless during
the handshake in order to prevent state-exhaustion attacks. Security issues are
discussed in details in [17].

DCCP

The Datagram Congestion Control Protocol (DCCP) [122, 83] did not originally
support multihoming. An extension to DCCP [121] provides primitive support for
multihoming and mobility via a mechanism for transferring a connection endpoint
from one address to another. The moving endpoint must negotiate this support
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beforehand. When the moving endpoint gets a new address, it sends a DCCP-
Move packet from that address to the stationary endpoint. Next, the stationary
endpoint changes its connection state to use the new address.

DCCP support for mobility is intended to solve only the simplest multihoming
and mobility problems; for instance, there is no support for simultaneous moves.

4.4.3 Pure Network Layer Approaches

In the early stages of development of the IPv6 multihoming solution, the Mo-
bile IPv6 (MIPv6) [119] protocol was often proposed as a useful tool to deal
with the multihoming problem, since the preservation of established communica-
tions through movement is similar to the preservation of established communica-
tions through outages in multihomed sites. Both approaches need to dynamically
change the addresses used for their transport-level flows without breaking them.
Since the MIPv6 protocol already provides support for preserving established
communications through movement, it seems worthwhile to explore whether it
could also be used to provide session survivability in multihomed environments.
However, MIPv6 has strong limitations, as described in [24]. The use of MIPv6 for
IPv6 multihoming and its limitations are well summarised in [111], and rephrased
below.

MIPv6 is the only solution that can be classified as a pure network layer
approach. In this approach, each mobile node (MN) uses a preferred IP address,
the Home Address (HoA), as a stable identifier, regardless of its current point of
attachment to the Internet. When the MN is at the Home Network, the HoA is
used both as locator and as identifier. When the MN is not at the Home Network,
the HoA is used as an identifier, and the CoA is used as locator. A relaying
agent (Home Agent) placed in the Home Network is used to forward packets
addressed to the HoA to the current location, specified by the CoA. After each
movement, the MN must inform its Home Agent of the new CoA, and optionally
inform its correspondent nodes (CNs). The mapping information between the
HoA and the current CoA is conveyed using Binding Update (BU) messages.
When a BU message is exchanged between the MN and the Home Agent, it is
possible to assume the existence of a pre-established Security Association that
can be used to protect the binding information. However, when the BU message is
exchanged between the MN and the CN, it is not possible to assume the existence
of such Security Association. In this case, it is necessary to adopt an alternative
mechanism to protect the binding information contained in the message. The
selected mechanism is called Return Routability procedure and the background
for its design is detailed in [144]. This procedure is illustrated on Figure 4.8.

After a movement (➊), the MN sends to the CN a Care-of Test Init (CoTI)
message using its new Care-of Address, and a Home Test Init (HoTI) message
using its Home Address (➋). Upon reception of those messages, the CN starts the
Return Routability procedure, in order to verify that the HoA is actually assigned
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Figure 4.8. Return Routability procedure when a mobile node moves to a
new Care-of Address.

to the MN, and that the MN is currently located at the CoA. The CN sends two
different secrets, one to the claimed HoA using a Home Test (HoT) message, and
another one to the claimed CoA, using a Care-of Test (CoT) message (➌). If the
MN receives both secrets, this means that the Home Agent located at the Home
Network has a trust relationship with the MN, and that it has forwarded the
secret sent to the HoA, and that the MN is receiving packets sent to the CoA. In
order to prove the validity of the binding between the HoA and the CoA, the MN
sends to the CN a BU message that include authorisation information derived
from both secrets (➍).

The lifetime of the binding that is created in the CN using authorisation
information obtained through the Return Routability procedure is limited to 7
minutes [144]. After that period a new Return Routability procedure is needed
to extend the binding lifetime.

The possible application of the MIPv6 protocol to the multihoming problem
would be to send BU messages in order to inform the CN that an alternative
address is to be used, when the node detects that the current path becomes
unavailable.

In this scenario, the multihomed host adopts the MN role and the host outside
the multihomed site adopts the CN role. Home Agent capabilities are not required.
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When a communication is established between the multihomed host and the
external host, the address used for initiating the communication is the HoA. For
instance, in Figure 4.9, MN is using 2001:10:123::X as HoA. The communication
continues using this address as long as no outage occurs. If an outage occurs and
the HoA becomes unreachable (➊), an alternative address of the multihomed node
is used as a CoA, for instance 2001:20:123::X. In this case, the multihomed
node sends a BU message to the external host (➋), informing about the new
CoA to be used for the HoA, so that the established communication can be
preserved using the alternative address. However, such BU message has to be
validated by the Return Routability procedure, which implies that the binding
lifetime will be limited to a fixed period of no more than 7 minutes. The result
is that the binding between the HoA and the new CoA will expire after this
interval has elapsed, and then the HoA will be used for the communication.
Since the HoA is unreachable because of the outage (➌), the communication
will be interrupted. It should be noted that it is not possible to acquire new
authorisation information by performing a new Return Routability procedure,
because it requires communication through the HoA, which is no longer reachable
(➌). Consequently, a mechanism based on the MIPv6 BU messages to convey
information about alternative addresses will preserve communications only for 7
minutes.

Figure 4.9. Application of MIPv6 to the multihoming problem. The Return
Routability procedure does not allow to preserve communications.
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Another detected limitation [24] is that once a path has failed and another
one is being used, it is not possible to switch the communication to a third path.
The reason is that no valid authorisation information is available, since the return
routability procedure requires exchange of information using the HoA, which is
in this case unavailable. The conclusion is that the use of MIPv6 is not a suitable
mechanism for IPv6 multihoming.

4.4.4 Intermediate Network Layer Approaches

Intermediate Network Layer approaches suggest to support multiple addresses
in an intermediate layer between the transport and the network layers. More
precisely, this intermediate layer is located above the IP routing sub-layer (that
performs network related functions like forwarding), but below the IP endpoint
sub-layer (that performs end-to-end functions like fragmenting and IPsec). The
whole protocol stack, including the new layer, is depicted in Figure 4.10 [21].
This new layer 3.5 aims at separating two entirely separate functions that are
included in an IP address : the location of a node, and the identity of the node.
The locator of a node specifies how to reach the node. It specifies a network
attachment point, in term of the network topology. A locator is mostly used
to forward packets in routers. The identifier of a node is a label at the IP layer,
which is presented to upper layers. This is illustrated on Figure 4.10. An identifier
is used for distinguishing one node from another and is independent from the
node’s attachment to the network. A node can have multiple identifiers, but each
identifier is supposedly globally unique.

Figure 4.10. Multihoming layer in the protocol stack

Current IP addresses are both locators and identifiers, because they contain
topological significance and act as a unique identifier for an interface. Identifiers
form a new intermediate namespace between the two currently global namespaces
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that the Internet has created : Internet Protocol (IP) addresses and Domain Name
Service (DNS) names.

The separation between locators and identifiers allows applications to only
use identifiers, which are mapped to locators by the intermediate layer. When a
locator is no longer valid, the identifier is mapped to another locator. This change
of locator is transparent for the upper layers, since applications and transport
protocols bind only to the identifier, which never changes. Consequently, this
approach is available for any transport protocol, including the installed base of
TCP. However, endpoints using this approach require additional mechanisms to
coherently map the identifiers presented to the upper layers and the IP addresses
actually contained in the packets. This mapping between identifiers and locators
may be vulnerable to redirection attacks if no proper protection is provided [151,
21]. Such a vulnerability is introduced when an attacker can benefit from the
mapping mechanism to induce a victim to believe that she is communicating
with the owner of a given identifier, while she is actually exchanging packets
with a locator that does not belong to the owner of the perceived identifier. In
other words, a redirection attack consists in creating a false mapping between an
identifier and a locator.

Several Intermediate Network Layer approaches have been proposed, differing
from the kind of identifier namespace. Some proposals suggest the creation of a
new identifier namespace, of cryptographical nature or not. Others promote the
use of regular IP addresses as identifiers. In addition, hybrid proposals suggest
the use of cryptographical addresses as identifiers. We will now present each one
of them.

New Non-Cryptographic Identifier Namespace

Location Independent Network Architecture for IPv6 (LIN6) [195] proposes the
creation of a new identifier namespace, completely separated from the locator
namespace. Here, an identifier and a locator are called respectively a LIN6 gen-
eralised ID and a LIN6 address. The LIN6 generalised ID is a 128-bit identifier
used to identify the hosts only in the transport layer and the upper layers. This
identifier is not used in the IP layer. The low order 64 bits of the LIN6 generalised
ID consist of a globally unique LIN6 ID, typically derived from the MAC address
of an interface. The high order 64 bits of the LIN6 generalised ID are a static
predefined value, called LIN6 prefix. Figure 4.1 illustrates those concepts.

The LIN6 address is formed by substituting the constant LIN6 prefix with
the actual 64-bit subnet to which the node is connected.

The mapping between the LIN6 ID and the network prefix of a LIN6 node is
maintained by a Mapping Agent (MA). A LIN6 node registers its network prefixes
with its Mapping Agent when it boots or when its network prefixes change.

Assume that a node A initiates a communication with a node B. First A and
B securely register their network prefixes with MAA and MAB , respectively. A
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64 bits 64 bits
z }| { z }| {

LIN6 generalised ID LIN6 prefix (constant) LIN6 ID

LIN6 address Network prefix LIN6 ID

Table 4.1. The LIN6 generalised ID and the LIN6 address

obtains the AAAA record of B from the name server by indicating the domain
name of B. The obtained AAAA record consists of the network prefix of MAB and
the LIN6 ID of B. A generates the LIN6 generalised ID of B by concatenating the
LIN6 prefix and the lower 64-bits of the AAAA record. A also generates the IPv6
address of MAB by concatenating the upper 64-bits of the AAAA record and a
well-known interface identifier (the MAIFID) common to all mapping agents.
Finally, A obtains the network prefix of B from MAB by indicating the LIN6
ID of B. A can now send a packet to B. To avoid impersonation, B must also
convert the received LIN6 ID of A to the actual LIN6 address of A, by following
the same steps.

LIN6 thus heavily relies on the DNS and on its mapping agents. It is not
evident that this kind of mapping can be made reasonably secure or scalable. For
instance, [139] identifies a major security threat that exists even if the binding
updates are secure and that a redirection is not possible at the time of locator
updates. The initial DNS request by a correspondent node returns the address of
the Mapping Agent of the initiator. If this message is modified, the correspondent
node can be forced to learn the wrong address of the Mapping Agent. A malicious
node could easily take advantage of this to perform a redirection attack.

The 8+8 End to End Multihoming (E2E) [153] approach is a variant of the
LIN6 approach. It also suggests to use the eight most significant bytes of an IPv6
address as the locator, and the eight less significant bytes as the identifier. The
DNS is used to map the identifier of a host to its hostname, using a reverse DNS
look up. Then the DNS is used again to map the hostname to the corresponding
8+8 address, which is a combination of a locator of location agents of the host
and ID of the host. Like for LIN6, hosts register their locations to their respective
location agents, which maintain the list of current locators of the hosts. This
approach suffers from the same issues as LIN6.

New Cryptographic Identifier Namespace

Several proposals suggest the creation of a new cryptographic identifier names-
pace. Among those, we can find the Host Identity Protocol (HIP) approach to mul-
tihoming [137, 136, 143, 145], and the Strong Identify Multihoming [147] (SIM).
Both HIP and SIM implement the separation between identifiers and locators
by defining a separate name space and a new layer between the network and
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transport layers. This new structure insulates the transport layer protocols from
the networking layer, thereby allowing transport sessions to remain unaffected
even if the underlying IP addresses change. They both propose the creation of
a new 128-bit identifier as the cryptographic hash of a public key associated to
the endpoint. The public key is typically stored in the DNS, using a new DNS
Resource Record.

The result is a secure binding between the identifier and the associated key
pair. This allows the node to use the corresponding private key to sign the con-
trol packets that convey alternative address information. The trust chain is the
following : the identifier used for the communication is securely bound to the key
pair because it contains the hash of the public key, and the alternative address
is bound to the public key through the signature. This approach effectively pro-
tects against redirection attacks. Additional protection against flooding attacks
is obtained through a reachability test before actually sending packets to the
alternative locators.

A main difficulty identified for this approach is the high cost of public key
operations. HIP is a four-way handshake, requiring public key cryptographic op-
erations. While such a heavy exchange makes sense for applications where hosts
have a fairly long term relationship, it may be too heavy for short term trans-
actions, such as web browsing. SIM limits the use of public key signatures only
to the time of locator prefix changes for a host or when two hosts claim to use
the same identifier. Another difficulty is the support for referrals and call-backs
when embedding the identifiers into applications protocols [149]. This last prob-
lem is related to the extreme difficulty of building a directory service that maps
identifiers to locators when the identifier namespace is flat.

New Ephemeral Identifier Namespace

The protection of the identifier is important because it represents the identity of
the owner. A possible approach to avoid the security issues is to simply remove
this functionality from the identifier. The Weak Identifier Multihoming Protocol
(WIMP) [212] proposes to use ephemeral 128-bit identifiers, which are only valid
as long as the flow is active. Once the flow is over, the identifier is meaningless,
hence worthless. So there is no need to protect it. However, this is only possible for
the identifier of the source endpoint, but not for the identifier of the destination
endpoint. Indeed, in order to be able to establish a communication with a given
target, a stable identifier of the target is required. The stable identifier proposed
by WIMP is a hash of the Fully Qualified Domain Name (FQDN). The result is
that source identifiers are worthless, so there is no need to protect them, while
the destination identifiers are intrinsically bound to the FQDN of the target,
providing the required protection.
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During WIMP session establishment, WIMP introduces a separate header into
the data packets, between the IP and TCP/UDP headers that contains informa-
tion about the WIMP session. WIMP does not introduce a separate header into
all IPv6 packets. Instead, once a WIMP session is established, the IPv6 FlowID is
used to hold an identifier for the WIMP host-pair context associated with a given
packet. The FlowIDs serve as a convenient compression tag without increasing
the packet size.

In order to prevent redirection attacks WIMP relies on the ability to verify
that the entity requesting redirection indeed holds the successor values of a hash
chain and is able to combine a divided secret that is sent via parallel paths. WIMP
can be divided into two exchanges : context establishment and re-addressing
exchange. The former exchange establishes a state for both communication end-
points. The re-addressing exchange is used to update the locators belonging to
the communicating parties.

The main difficulty with the WIMP approach is that referrals and call-backs
are not supported, due to the ephemeral nature of the identifier. Another issue
with this approach is that it depends on the DNS system.

Plain IPv6 Addresses as Identifiers

HIP, SIM and WIMP propose to create a new namespace, completely separated
from the locators namespace. Instead, Multihoming without IP Identifiers (NOID)
[148] suggests that the identifier of a host may be chosen from its set of regular
IPv6 addresses. Since the address used as an identifier by the upper layers is
not intrinsically bound to a public key, an external trusted entity is required
to secure the binding between the identifier and the locators. NOID relies on
the DNS infrastructure to verify the relationship between a given locator, the
corresponding FQDN and the set of locators for the host. More precisely, the
initiating node uses a DNS query to obtain all the available addresses of the
target node. Next, the initiator selects an identifier among the obtained addresses.
The remaining addresses are used as alternative locators to establish the flow.
The target node obtains the set of IPv6 addresses available for the initiator by
querying the reverse DNS tree. NOID makes use of flow IDs so that mapping to
the correct identifier at the receiving end can be accomplished, without relying
on the locators in the packet.

The main difficulty of this approach is the dependence on the DNS, especially
on the proper population of the reverse DNS tree, which may be difficult to
achieve for unmanaged networks.
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Hybrid Approaches: Addresses with Cryptographical Features as Iden-

tifiers

Hybrid approaches attempt to achieve the benefits of the previous approaches
without their limitations. They propose the use of addresses as identifiers, as in
NOID, in order to properly support referrals and call-backs. However, the ad-
dresses used as identifiers are not regular addresses. Instead, they contain crypto-
graphical information in the interface identifier part, providing a secure binding
between the identifier and the alternative locators. One approach is Multihoming
using 64-bit Crypto-Based IDs (CB64) [146], where the address of a multihomed
node is a Cryptographic Generated Address (CGA) [16, 155], that contains a
64-bit hash of a public key in its interface identifier. In this case, the set of alter-
native locators can be authenticated through a signature with the corresponding
private key.

In order to prevent redirection attacks, this protocol relies on the ability to
verify, using public key cryptography as in SIM, that the entity requesting redi-
rection indeed holds the private key where the hash of the corresponding public
key hashes to the ID itself. Hence, CB64 does not use DNS for verification as in
NOID. However, the cost of those public key operations involved is a limitation
for CB64.

An alternative approach is based on the use of Hash Based Addresses [20].
Multihoming L3 Shim Approach (SHIM) [21, 150] suggests that information about
the multiple prefixes is included within the addresses themselves. This is achieved
by generating the interface identifiers of the addresses of a host as hashes of
the available prefixes and a random number. The multiple addresses are next
generated by appending the different network prefixes to the generated interface
identifiers. The result is a set of addresses, called Hash Based Addresses (HBAs),
that are inherently bound. A cost efficient mechanism is available to determine
if two addresses belong to the same set : given the prefix set and the additional
parameters used to generate the HBA, a single hash operation is enough to verify
if an HBA belongs to a given HBA set. No public key operations are involved
in the verification process, as long as the prefix set is stable. Protection against
flooding is obtained through a reachability test that verifies the willingness of the
target to receive traffic through the alternative locators. An incremental approach
to IPv6 multihoming, that uses the SHIM approach, is described in [22]. We will
futher detail the SHIM approach in Section 4.6, as this is the solution chosen by
the IETF.

4.5 Looking Towards the Future of IPv6

Multihoming

During the last years, the IETF has made several explicit or implicit architectural
decisions regarding IPv6 multihoming. The main decision is to go down the path
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of developing the Host-Centric approaches. The IETF made this choice in 2003.
It can be explained by looking at Table 4.2.

This table summarises the mechanisms, advantages and drawbacks of the
three approaches to IPv6 Multihoming : Routing, Middle-Box, and Host-Centric
approaches. By taking a look at the features provided by each approach, we
can observe that Routing approaches either do not allow route aggregation, or
cannot provide complete fault-tolerance. Moreover, Routing approaches typically
require running BGP, and do not provide Site-ISP independence. Middle-Box
approaches provide many required features, but basically fail to preserve the
End-to-End Principle [38, 43, 176]. Moreover, IPv6 multihoming with NAT does
not preserve the transport-layer flows in case of failure, and MHAP or MHTP
shows security concerns. Hence, the Middle-Box approach is not considered as a
suitable solution for IPv6 site multihoming, although it may still be interesting
as a transition mechanism, or for small residential networks.

In Table 4.2, Host-Centric approaches appear to be the most promising IPv6
multihoming architectures, provided that functionalities are added to end hosts.
This is considered acceptable as many hosts already require to be updated for
the new IPv6 Internet, and because Routing approaches for IPv6 multihoming
can provide transition mechanisms. As a consequence of this decision, it can be
expected that the use of several IPv6 addresses on each end-host will become
widely prevalent on the IPv6 Internet. This is a drastic architectural change com-
pared to today’s IPv4 Internet, where hosts are typically identified by a single
IPv4 address.

Table 4.3 summarises the mechanisms, advantages and drawbacks of the main
Host-Centric solutions. The Host-Centric architecture requires that end hosts be
able to switch between IPv6 addresses without breaking transport-level flows.
Many Host-Centric solutions were proposed. Among all proposed mechanisms,
the IETF promotes Intermediate Network Layer approaches, as they can pro-
vide multihoming support to any transport level protocol such as TCP and UDP.
Moreover, Transport Layer approaches appear to have some difficulties for pro-
tecting against Man-In-The-Middle (MITM) attacks. Among the Intermediate
Network Layer approaches, SIM, HIP, WIMP, LIN6 and E2E use a new iden-
tifier namespace, which creates concerns for supporting referrals and call-backs
when embedding the identifiers into applications protocols [149]. A look at this
table shows that SHIM and CB64 are the most promising solutions, due to their
security features, and their low requirements on the infrastructure.

SHIM can be seen as a superset of CB64, since SHIM supports multiple secu-
rity mechanisms. In particular, SHIM can provide a more efficient support when
the set of prefixes allocated to a multihomed site is stable. For this reason, the
IETF has decided by the end of 2004 to foster the SHIM approach.
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m IP version support IPv4+IPv6 IPv4+IPv6 IPv4+IPv6 IPv4 IPv6 IPv6
Fault-tolerance R R R+TUN MB MB H
Traffic engineering capability R R R MB MB H
Route aggregation N/A SA MP MP MP MP
Complete Independence N/A N/A N/A MP MP MP

F
ea

tu
re

Route aggregation X X X X X

Traffic engineering capability X X X X X X

Link fault tolerance X X X X X X

ISP fault tolerance X X X X

Transport-layer survivability X X X X X

Stable configuration in case of long term failure X X X X

Site - ISP Independence X X X

ISP - ISP Independence X X X X X

End-to-End Principle preserved X X X X

No modification to hosts X X X X X

R = Based on routing system, H = Based on host capability, MP = Based on the use of multiple prefixes, MB = Based on the use of a middle-box, SA =

Based on selective route announcements, TUN = Based on the use of tunnels, N/A = Not available, X= provides this feature. * Groups many Host-Centric

solutions.

Table 4.2. Overview of IPv6 multihoming approaches



Transport Layer Approaches Intermediate Network Layer Approaches

SCTP TCP-MH DCCP NOID CB64 SHIM SIM HIP WIMP LIN6 E2E
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m IP version support 4+6 4+6 4+6 4+6 6 6 6 4+6 6 6 6
Layer 4 4 4 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5
ULID namespace IP IP IP IP IP+ IP+ ID ID ID ID ID
Layer-4 applicability TCP+UDP TCP UDP ANY ANY ANY ANY ANY ANY ANY ANY
Secure change of locators PK/key Cookie PK/key DNS PK HBA/PK PK PK DNS MA MA

Ephemeral

F
ea
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re

DNS independence X X X X X X X

Allows referrals X X X X X X

No new identifier namespace X X X X X X

Protection against MITM X X X X

Protection against redirection X X X X X X X X X

IP = plain IP address space, ID = new IP address space, IP+ = plain IP with modified interface identifier PK = uses Public Key cryptography, key = uses symmetric

key operations, DNS = uses DNS, MA = uses a Mapping Agent, Ephemeral = security provided through the use of ephemeral identifiers, HBA = uses Hash Based

Addresses. X= provides this feature.

Table 4.3. Host-Centric approaches: overview of mechanisms for the provision of IPv6 multihoming
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4.6 The SHIM Approach

As explained in the previous sections, the Multihoming L3 Shim Approach (SHIM)
[21, 150] proposes the use of an intermediate layer located above the IP routing
sub-layer, but below the IP endpoint sub-layer. This approach uses, at least ini-
tially, routable IP locators as the identifiers visible above the SHIM layer. This
ensures that all upper layer protocols can operate unmodified in a multihoming
environment, as they always see a stable IPv6 address. The locator used in the
address fields of the packets can change over time in response to failures affect-
ing the original locator. This is illustrated in Figure 4.11. In this figure, Host X
has addresses IP1(X) and IP2(X), and Host Y has addresses IP1(Y), IP2(Y) and
IP3(Y). The stable source and destination addresses seen by the transport and
upper layers are IP1(X) and IP2(Y), while the actual addresses used in the pack-
ets are IP2(X) and IP3(Y). The mapping between the stable and actual addresses
is done by the new SHIM layer.

Figure 4.11. Mapping with changed locators

The SHIM approach is best explained by describing the sequence of events that
occur when a multihomed capable Host X starts talking to another multihomed
capable Host Y.

When Host X wants to initiate a communication with Host Y, it first typically
issues a DNS request for a name of Host Y. It receives in the DNS response some
or all the addresses assigned to Host Y. Host X uses the default address selection
algorithm [73] to select both the source and destination addresses that will be
used for its outgoing packets. These initial source and destination addresses will
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also be used as endpoint identifier for all transport and application layers on Host
X and Host Y. So far, no multihoming protocol exchange is needed.

At some point in time, one of the host, e.g. Host X, may request to take
advantage of multihoming, e.g. in order to obtain a higher reliability. Hence, it
initiates the SHIM protocol exchange. This exchange will fail if Host Y does not
support the SHIM protocol. If it succeeds, Hosts X and Y will exchange their
respective set of available addresses. In order to prevent redirection attacks, Host
X uses the HBA mechanism [20] described in Section 4.4.4 to ensure that the
additional addresses given by Host Y are compatible with the initial address of
Host Y, i.e. that all addresses of Y belong to the same HBA set. At this point in
time it is possible for both hosts to change to a different address in the set.

Suppose that a failure of a provider prevents Host Y from receiving packets
from Host X. A timeout is raised on Host Y, and a reachability test packet is
sent to Host X to check if the path is still available. If no answer is received, Host
Y initiates an address pair exploration procedure by sending several test packets
to Host X with different source and destination addresses, until a reply packet is
received. When Host X receives packets from Host Y with new addresses, it also
checks the currently used addresses, and switches to a new address pair if needed.
It is not required that both Host X and Host Y use the same address pair for
communicating. This address exploration procedure is explained in [13, 207], and
is still being discussed at the IETF.

4.7 Conclusion

Constraints for the scalability of the Interdomain routing system have led the
IETF and the research community to propose drastic changes in how site mul-
tihoming shall be achieved in an IPv6 Internet. This chapter has reviewed and
compared all major architectures that were proposed for IPv6 site multihoming,
their mechanisms, advantages and concerns. Host-Centric multihoming, the IPv6
multihoming approach promoted by the IETF, affects the fundamental multi-
homing mechanism, as well as intradomain routing, traffic engineering and hosts
within the multihomed site. In particular, the use of multiple IPv6 addresses per
end hosts introduces a major architectural change compared to today’s IPv4 In-
ternet, where hosts are typically identified by a single IPv4 address. Fortunately,
we will show in the next part of this thesis that these changes also bring wide
opportunities to develop multihoming for small and residential networks, as well
as the quality of service in the future Internet.
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Chapter 5

Leveraging
Internet Path Diversity

and Network Performance
with IPv6 Multihoming

5.1 Introduction

Chapter 4 reviewed all proposed IPv6 multihoming solutions. Three representa-
tive approaches were described : Routing, Middle-Box, and Host-Centric. Middle-
box approaches have many concerns, and do not appear to be the best solu-
tions for IPv6 multihoming. Routing and Host-Centric approaches have a funda-
mental difference. In Routing approaches, hosts use a single IPv6 address, and
transport-layer survivability is provided by routing mechanisms. In Host-Centric
approaches, hosts use several IPv6 addresses. They use them interchangeably
during the lifetime of a flow in order to survive outages affecting any of those
addresses.

Both Routing and Host-Centric approaches allow route aggregation. Routing
approaches are easier to deploy, as they do not require the hosts be updated.
Unfortunately, they provide fault-tolerance only for the links with the providers.
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On the other hand, Host-Centric approaches provide complete fault-tolerance,
but require to modify the hosts.

Without further study, one would perhaps prefer Routing approaches because
they are easier to deploy. However, these two approaches have never been really
compared in terms of fault-tolerance and network performance. Therefore, this
chapter aims at answering the following questions :

Do Host-Centric approaches bring significant advantages over Routing ap-
proaches, in terms of fault-tolerance and network performance ?

Does the use of multiple provider-dependent aggregatable (PA) IPv6 prefixes
per site bring any other advantage than route aggregation ?

This chapter evaluates the benefits yielded by Host-Centric approaches for
IPv6 multihoming, over Routing approaches like traditional multihoming with
BGP. The two approaches are compared in terms of resilience and traffic engi-
neering possibilities, through the notion of AS path diversity.

The Internet AS path diversity is the number of distinct AS paths that exist
between an AS and the rest of the Internet. Section 5.2 explains how the path
diversity directly impacts the resilience to failure of a site, and also its ability to
support quality of service and traffic engineering. For example, a site for which
all paths merge in a single AS in the Internet is dependent on the performance
of this particular AS. Having a wide variety of paths to join and to be joined by
other ASes ensures a better resilience to failures. It could also allow to obtain
better network latency by bypassing congested networks in the Internet.

Section 5.3 compares the diversities when using multiple PA prefixes and when
using a single PI prefix. It shows how stub ASes that use multiple PA prefixes can
exploit paths that are otherwise unavailable. In other words, it explains how the
use of such prefixes increases the number of concurrent paths, i.e. the AS-level
path diversity. For instance, it shows that a dual-homed stub AS that uses several
prefixes has a better Internet path diversity than any multihomed stub AS that
uses a single PI prefix, whatever its number of providers. In addition, section 5.3
shows that the gain in path diversity does not depend much on the topology, and
that this result should also hold for the actual Internet.

Section 5.4 focuses on the delays of interdomain paths between pairs of multi-
homed stub ASes. It shows that lower delays can often be found among the new
paths introduced by the use of multiple PA prefixes. Simulations suggest that a
delay improvement is observed for approximately 60% of the stub-stub AS pairs,
and that the delay improvement could be higher in the actual Internet.

Finally, the related work is presented in section 5.5.

The use of multiple addresses is natural in an IPv6 multihoming environment.
However, it is not impossible to use the same multihoming technique in IPv4. For
example, this can be done by delegating two IPv4 prefixes to a site, and by using
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network address translation (NAT) or tunnels if necessary. Unfortunately, due to
the current lack of IPv4 addresses, the need to delegate several IPv4 prefixes to
a single multihomed site makes this solution less attractive.

To our knowledge, this is the first study on the impact of Host-Centric IPv6
multihoming on interdomain path diversity. It has been published in [69].

5.2 Simulation Setup

This section focuses on the method used to measure the AS-level path diversity.
The path diversity metric that we use is first presented in section 5.2.1. Next,
section 5.2.2 details how a BGP simulator is used to extract the AS-level paths
from a given topology. Finally, section 5.2.3 explains how the use of several prefixes
per sites can improve the AS-level path diversity.

5.2.1 Measuring the Path Diversity

In this study, we are interested in measuring the path diversity between any two
stub ASes, at the level of autonomous systems. A path diversity metric is usually
computed as the number of link-disjoint or node-disjoint paths between a couple
of nodes [193, 194]. Obviously, the focus is on nodes that are at least multihomed,
since there is only one BGP path between two single-homed stub ASes. The AS-
level path diversity depends on the network infrastructure, but also on routing
policies used by BGP along the path. For example, the traditional metric compu-
tation, based on the number of disjoint paths, gives a number between 0 and 2 for
any two dual-homed ASes. Indeed, it exists at most two disjoint paths announced
by BGP towards a dual-homed AS. In this study, we would like to differentiate
two paths that join early from two paths that join only at the destination AS. The
traditional diversity metrics are not appropriate in this case since they cannot
distinguish these paths.

In this section, we propose the use of another path diversity metric, derived
from the notion of Availability of a network system [185]. The availability can
be expressed as the percentage of time that a network system, component, or
application is available for a user. It depends on the availability Ai of each indi-
vidual component plus the system organisation [185]. Two components A1 and
A2 can be connected in series or in parallel. In the first case, the availability of
the combination is A = A1 × A2. In the second case, the availability is given by
A = 1 − (1 − A1) × (1 − A2) = A1 + A2 − A1 × A2.

We propose to reuse this notion to measure the path diversity that exists
between two stub ASes. We explain how to apply this notion, and why this metric
can take into account the length of the paths and how much they overlap.
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The path diversity metric proposed for this study is defined, from a source S to
a destination D, as follows. Let P1, P2, ..., Pn be the n providers of S. Consider the
tree of all paths starting from providers Pi of S to destination D, for i = 1, ..., n.
This tree represents all the BGP paths towards D that are advertised by the
providers Pi to S. The path diversity metric should have the following properties.
First, it should favour path trees that have many branches, because each branch
is an additional opportunity to bypass problematic links or nodes. Next, it should
prefer trees where paths join lately near the destination node over trees where
paths merge near the source node. Finally, the metric should prefer trees with
short branches over trees with long branches.

The path diversity for this tree is proportional to the availability of a path
between the source and destination nodes, i.e. the probability that such a com-
munication path exists between the nodes. Since the goal is only to compare the
diversity of different path trees, we do not attribute a specific meaning to the
absolute path diversity measure. Consequently, we can assign an Ai, i.e. an initial
diversity, of 0.5 to each link in the tree. This number is chosen in order to best
distribute the values of the path diversity metric in the range [0, 1].

An algorithm for computing the path diversity metric is given by Alg. 1. The
diversity is computed recursively link by link, from the leaves to the root. It
always returns a number between 0 and 1. At each computation step, two cases
are considered, to which all other cases can be reduced. Either two links are in
sequence, or the links join in parallel at the same node.

In the first case, two links with diversity d1 and d2 in sequence can be merged
into a single link with a combined diversity d1,2 = d1 · d2, as illustrated on Figure
5.1 (left).

Figure 5.1. Merging two sequential (left) or parallel (right) paths into a
single path

The combined diversity d1,2 is a number in [0, 1] lower than both d1 and d2,
so that the metric favours short paths over longer ones. This step also implicitly
gives a higher importance to the path diversity that exists near the root of the
tree. This behaviour ensures that the metric prefers trees where paths join near
the destination node over trees where paths merge near the source node.

In the second case, when a link with a diversity d1 and another link with a
diversity d2 join, the two links can be merged into a single link with a combined



5.2. Simulation Setup 77

diversity d1,2, computed as d1,2 = d1 + d2 − d1 · d2, as illustrated on Figure 5.1
(right).

The diversity d1,2 is a number greater than both d1 and d2, which corresponds
adequately to an improvement in terms of diversity. Moreover, because both d1

and d2 are always between 0 and 1, the combined diversity is also a number
between 0 and 1. A recursive algorithm to compute d for a whole tree is presented
in Alg. 1.

Alg. 1. Computing Diversity Metric

Diversity(root)
{

d = 0 ;
if ( Children(root) == ∅ )

return 1 ;

foreach child ∈ Children(root) {
dchild = 0.5 × Diversity(child) ;
d = d + dchild − d × dchild ;

}

return d ;
}

A diversity of 1 is impossible to reach in practice, since it would mean that
an infinity of disjoint paths exist between the source and the destination nodes.
A null diversity means that there is no path between the two nodes, or that the
path has an infinite length. These two extreme cases are illustrated on Figure 5.2.

Figure 5.2. A null diversity (left) and a diversity of 1 (right)

The path diversity metric d gives higher preference to shorter AS paths. Some-
times, this bias in favour of short paths is undesirable. For instance, it is not
obvious that a long AS path comprising 1 or 2 routers in each AS is not as good
as a single hop AS path where the AS has dozens of intermediate routers. In this
case, the tree can be processed to reduce long branches as illustrated on Figure
5.3. Next, the unbiased diversity is given by applying Alg. 1 with root = D. This
alternate metric is noted d′. Two particular cases for the computation of d′ must
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be handled separately for this algorithm. The first is when the tree has a single
node. The second is when the tree is made of a single branch. In both cases, the
diversity d′ is set to null.

D

S

d=0.15625

D

S

d’=0.375

Figure 5.3. Removing the bias in favour of short paths

Examples of values for d and d′ are shown in Figure 5.4. In Figures 5.4(a)
and (b), the source S is dual-homed and the destination D is single-homed. d in
Figure 5.4(b) is better than d in Figure 5.4(a) because the tree (b) contains a
path with 3 hops and a path with 2 hops, while the tree (a) contains 2 paths of
3 hops each. However, d′ is identical for trees (a) and (b) when considering only
the number of branches. Both d and d′ for trees (c) and (e) show a better path
diversity than trees (a) and (b) because they contain 3 disjoint paths instead of
2. However, d in tree (d) has a slightly better diversity than d in tree (c), even
if (c) has 3 disjoint paths while (d) has only 2. The reason is that the 2 disjoint
paths of (d) have 2 sub-branches each, while the diversity of the 3 disjoint paths
of (c) is mitigated due to their lengths. However, when considering d′, this bias
in favour of short paths is removed, and both trees (c) and (e) are better than
tree (d).
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(a) d = 0.1875
 d’= 0.375

D

S

(b) d = 0.3125
d’= 0.375

D

S

(c) d = 0.578125
d’= 0.875

D

S

(d) d = 0.609375
d’= 0.609375

D

S

(e) d = 0.71875
d’= 0.875

Figure 5.4. Path diversity metric examples

Other metrics exist to compute the path diversity [4, 193, 194]. In Table 5.1,
the first and second metrics are those presented in this work. The third is a metric
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used in [4] to quantify the diversity of network paths that multihoming provides.
This metric considers the tree of paths from the source to the destination node.
The expected fraction of links that are shared by two or more paths in the tree
is given by P−E

E
where P denotes the sum of the hop-counts of the individual

paths from the source to the destination, and E is the total number of edges in
the tree. Thus 1 − P−E

E
could be used to estimate the fraction of paths that are

non overlapping, i.e. to estimate path diversity. The last four metrics are used
in [193, 194] to characterise the path diversity of complete ISP topologies. The
fourth and fifth metrics calculate respectively the number of node-disjoint and
link-disjoint paths. A partially node- or link-disjoint path is defined as one for
which there are respectively some nodes or links that appear in more than one
path. These last four metrics were adapted to compute the interdomain AS-level
path diversity.

Values of these metrics for the examples of Figure 5.4 are shown in Table 5.1.
For all these metrics, a higher value suggests a better diversity.

Metric (a) (b) (c) (d) (e)

1. Our metric d 0.19 0.31 0.58 0.61 0.72
2. Our second metric d′ 0.375 0.375 0.875 0.61 0.875

3. (1 − P−E
E

) [4] 0.5 0.75 1 0.67 1
4. Node-disjoint paths 1 1 3 2 3
5. Link-disjoint paths 1 1 3 2 3
6. Partially node-disjoint paths 2 2 3 4 3
7. Partially link-disjoint paths 2 2 3 4 3

Table 5.1. Path diversity values computed by different metrics

For our study, the third metric has an undesirable bias in favour of longer
paths. Moreover, it cannot differentiate a few cases such as those illustrated in
Figure 5.4(c) and Figure 5.4(e). Finally, this third metric is unable to correctly
compare some cases. For example, when comparing trees in Figure 5.4(b) and
Figure 5.4(d), the metric evaluates that tree 5.4(b) has a better diversity than
tree 5.4(d). This is obviously wrong. The 4th, 5th, 6th and 7th metrics are not
fine-grain enough for our analysis. For example, none of them is able to distinguish
cases 5.4(a) and 5.4(b), or cases 5.4(c) and 5.4(e). Only the two first metrics d
and d′ are able to provide precise and fine-grained measures of path diversity
between two nodes. We will use d instead of d′ throughout this document, unless
stated otherwise.

5.2.2 Simulation of BGP

IPv6 multihoming with multiple provider-dependent aggregatable prefixes is cur-
rently not deployed. As a consequence, we set up simulations made on various
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Internet-like topologies instead of conducting experiments on the current IPv4
Internet. We detail in this section how the AS-level paths can be extracted from
a given topology.

In this study, we focus on the paths announced by BGP between each pair
of stub ASes in a given topology. These paths depend on the topology, and also
on the commercial relationships between ASes. As explained in Chapter 1, the
commercial agreements between two ASes are usually classified into customer-to-
provider and peer-to-peer relationships [86, 189]. These relationships are either
inferred [86, 189] from given BGP routing tables, or directly provided by the
topology description. We compute, for each AS, the BGP configuration that cor-
responds to its commercial relationships with the other ASes. The BGP export
policies basically define that an AS announces all the routes to its customers, but
announces to its peers and providers only the internal routes and the routes of
its customers. Additionally, the configuration defines that an AS prefers routes
received from a customer, then routes received from a peer, and finally routes
received from a provider [86, 189]. These filters ensure that an AS path will never
contain a customer-to-provider or peer-to-peer edge after traversing a provider-
to-customer or peer-to-peer edge. This property is known as the the valley-free
property [86]. One prefix per AS is announced in our simulations.

The paths for a given topology are obtained by simulating the BGP route
distribution over the whole topology. For this purpose, a dedicated BGP simulator
is used, named C-BGP [165, 162, 164, 204]. C-BGP supports import and export
filters, and uses the full BGP decision process. The last tie-breaking rule used
by C-BGP to choose between two equivalent routes is to prefer the route learned
from the router with the lowest router IP address, as recommended by [170].

As soon as all the routes have been distributed and BGP has converged, we
perform traceroute measurements on the simulated topology and deduce the AS
paths.

5.2.3 Impact of PI and PA Prefixes on Available AS Paths

This section introduces how the use of several prefixes per sites can improve the
AS-level path diversity. Figure 5.5 shows an AS-level interdomain topology with
shared-cost peerings and customer-provider relationships. An arrow labelled with
“e” from AS x to AS y means that x is a customer of y. A link labelled with “=”
means that the ASes have a shared-cost peering relationship [86]. In this figure,
both S and D are multihomed. S has two providers, E and F . D has also two
providers, A and B. B and C have a peer-peer relationship. E and F both have
B and C as providers.

In IPv4, a stub AS typically becomes multihomed by announcing its provider-
independent prefix to all its providers. This PI prefix is next propagated by BGP
routers all over the Internet. This propagation is illustrated in Figure 5.6. In
this figure, the stub AS D announces its prefix P1 to its two providers A and
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Figure 5.5. AS Topology with business relationships between ASes

B. A advertises prefix P1 to C, which in turn advertises it to E and F . In the
same way, B advertises prefix P1 to E and F . At this point, both E and F have
received two routes towards destination D : a route through B and another route
through C and A. Both E and F will select the route through B, because it is
one AS hop shorter than the route through C and A. Hence, E will announce to
its client S that the best route towards prefix P1 is the E : B : D route, while F
will announce that the best route to prefix P1 is the F : B : D route. Thus S will
receive two routes towards D, i.e. the E : B : D route from its provider E, and
the F : B : D from its provider F . More generally, a stub AS that is multihomed
by using a single prefix will receive one route per provider, for each destination
prefix. In particular, if AS S is single-homed, it will only receive a single route
from its provider to reach the dual-homed AS D. The two BGP routes towards
D (S : E : B : D and S : F : B : D) that are learned by S in the IPv4 scenario
are illustrated on Figure 5.8 (left). In this example, we see that the two routes
join early at AS B.

When stub ASes use IPv6 multihoming with multiple PA prefixes, additional
routes exist.

Suppose again that a host inside AS S wants to reach a host inside D in
Figure 5.5. With IPv6, each provider assigns one prefix to the multihomed site.
In Figure 5.7, A assigns prefix P2 to D, while B assigns prefix P1 to D. To ensure
the scalability of the BGP routing tables in the Internet, AS D announces prefix
P1 only to AS B, and prefix P2 only to AS A. This prefix is then propagated in
the Internet as illustrated by Figure 5.7. In particular, AS E will get one BGP
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Figure 5.6. BGP prefix adver-
tisement with IPv4 multihom-
ing

Figure 5.7. BGP prefix adver-
tisement with IPv6 multihom-
ing

route towards prefix P1, i.e. route E : B : D, and one BGP route towards prefix
P2, i.e. route E : C : A : D. In the same manner, AS F will get two routes, the
F : B : D route for prefix P1, and the F : C : A : D route for prefix P2. Neither
E nor F have to select a best route since the routes received are for different
prefixes. Hence, S will receive both E : B : D and E : C : A : D routes from
provider E, and both F : B : D and F : C : A : D routes from provider F .
Thus, a total of four routes are received by S, two routes for destination prefix
P1 and two routes for destination prefix P2. These four BGP routes towards D,
that are learned by S in the IPv6 scenario are illustrated on Figure 5.8. The path
actually used to reach D depends on which destination address of D is used. For
instance, if a host uses a destination address that belongs to prefix P1 (resp. P2),
then its traffic will flow through B (resp. A). Moreover, the path used to reach
D also depends on which source address is used. As said in Chapter 3 section
3.4.2, most providers refuse to convey packets with source addresses outside their
address range, for security reasons. For example, E refuses to forward a packet
with a source address belonging to F . Therefore, depending on the source address
selected, the upstream provider used to convey the packet is either E or F .

In summary, two routes are available when a stub AS is multihomed by using
a single prefix, while four routes are received by a stub AS that uses multiple
PA prefixes. The corresponding path trees are illustrated by Figure 5.8. When
multihoming by announcing a single prefix, the resulting path diversity computed
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Figure 5.8. Values of d and d
′ for the resulting IPv4 and IPv6 path trees

by the metric d is 0.375. When multihoming by announcing several PA prefixes,
the diversity d is about 0.492. Values for the alternate path diversity metric d ′

are also indicated.

Note that, if the delays are those indicated by Figure 5.6 and Figure 5.7, and
if S uses a PI prefix to be multihomed, then S is unable to use the path with the
lowest delay, i.e. 22ms for the S : F : C : A : D route. This is because BGP will
only advertise the S : E : B : D and S : F : B : D routes to S, with delays of
30ms and 35ms respectively. This will be discussed in section 5.4.

5.3 Leveraging Internet Path Diversity with Multiple

prefixes

Section 5.2.3 has shown that stub ASes that use multiple PA prefixes can exploit
paths that are otherwise unavailable. In other words, the use of multiple PA
prefixes increases the number of paths available, i.e. the Internet path diversity. In
this section, we use simulations and our diversity metric d to quantify the Internet
path diversity that exists when a multihomed stub AS uses either multiple PA
prefixes or a single PI prefix.

We first detail an inferred AS-level Internet topology in section 5.3.1. We
present and discuss the results of simulations made on this topology in sections
5.3.2 and 5.3.3. Next, we explain in section 5.3.4 how we generate various Internet-
like topologies, and use them in section 5.3.5 in order to evaluate the impact of
the topology on the AS-level path diversity. Finally, in section 5.3.6, we use a
router-level generated topology to investigate the impact of hot-potato routing
on the path diversity.
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5.3.1 Inferred Internet Topology

IPv6 multihoming with multiple PA prefixes is currently not deployed. As a con-
sequence, our evaluations are performed on synthetic Internet topologies, instead
of conducting measurement experiments on the actual IPv4 Internet. No accurate
model of the global Internet currently exists. Modelling the Internet, even only
at the AS level, remains an active research topic [213].

The first topology we use is an inferred AS-level Internet topology. This topol-
ogy is inferred from several BGP routing tables using the method developed by
Subramanian et al., and described in [189]. The topology dates from January
2003, and contains 14695 ASes and about 30000 links. It is publicly available at
[190].

5.3.2 Simulation Results

Figure 5.9 presents the AS-level path diversity d when stub ASes are multihomed
by announcing a single PI prefix, in the inferred AS-level Internet topology. Figure
5.10 shows the path diversity d when all stub ASes use IPv6 multihoming with
multiple PA prefixes, in the same inferred topology.

The figures show p(x) : the percentage of couples (source AS, destination
AS) having an AS-level path diversity greater than x. The results are classified
according to the number of providers of the destination stub AS. This number
is indicated beside each curve. In Figure 5.9, we see for example that only 12%
of single-homed stub ASes using a single PI prefix have a diversity higher than
0.2. This percentage raises to a bit more than 20% for dual-homed stub ASes. It
reaches about 55% when the stub has 25 providers. To give an idea, an example
of a tree with a diversity of about 0.2 is given in Figure 5.4(a). In Figure 5.10,
about 50% dual-homed stub ASes that uses multiple PA prefixes have a quality
better than 0.2. In the studied topology, 90% of the stub ASes with more than 4
providers have a diversity higher than 0.2, when they use multiple PA prefixes.

Figure 5.11 and Figure 5.12 present the AS-level path diversity computed by
the alternate path diversity metric d′, which removes the bias in favour of short
paths. Figure 5.11 shows that only 60% of couples (source AS, destination AS)
have a a non null diversity d′. This means that 60% of pairs of ASes have at least
two paths between them, while 40% have only a single path. This is easily ex-
plained by the fact 40% of stub ASes are single-homed in the considered topology.
Indeed, a single-homed stub AS receives only a single BGP route towards a given
destination prefix, whatever the number of providers of the destination AS. It can
further be observed that, for the vast majority of stub ASes, the path diversity d ′

is below or equal to 0.75. This means that stub ASes have rarely more than two
completely disjoint paths towards a destination stub AS, even if the destination
AS has 25 providers. This is no longer the case when multiple PA prefixes are
used, as illustrated by Figure 5.12.
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Figure 5.9. AS-level path diversity d for the inferred Internet topology,
using multihoming with a single PI prefix
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using multihoming with a single PI prefix
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When comparing Figures 5.9 and 5.11 with Figures 5.10 and 5.12, it appears
clearly that the AS-level path diversity is much higher when stub ASes use mul-
tiple PA prefixes than when they use a single PI prefix. This is observed for both
metrics d and d′, i.e. when the bias in favour of short AS paths is taken into
account or not. For example, Figure 5.10 shows that the path diversity observed
for a dual-homed stub AS that uses multiple prefixes is already as good as the
path diversity of a 25-homed stub AS that uses a single prefix. The path diversity
obtained by a 3-homed stub AS using multiple PA prefixes completely surpasses
the diversity of even a 25-homed stub AS that uses a single PI prefix.

We can notice that the diversity d or d′ remains the same when considering
only single-homed destinations. Indeed, only one prefix is announced by a single-
homed stub AS. In this case, the PA or PI nature of the announced prefix has no
impact on the AS-level path diversity.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1  2  3  4  5  6  7  8  9

A
ve

ra
ge

 D
iv

er
si

ty

Number of Provider

Single PI Prefix
Multiple PA Prefixes

Figure 5.13. Average path diversity d for the inferred Internet topology

We can also evaluate the average path diversity d in function of the number
of providers. For each stub AS x, we compute the mean of the path diversities
for all paths towards x. We then group the stub ASes according to their number
of providers, and compute their mean. Figure 5.13 shows the results for stub
ASes using multiple PA prefixes, and for stub ASes using a single PI prefix,
together with the 95% confidence interval. It shows that the average path diversity
d obtained using multiple PA prefixes rises substantially with the number of
providers. It rises much faster than the path diversity obtained when a single PI
prefix is used, where the average slowly rises from about 0.10 for single-homed
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sites to about 0.18 for sites having 9 providers. To give an idea to the reader, this
improvement is similar to the one observed between the two path trees illustrated
in Figure 5.14.
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(a) d=0.109375

D

S

(b) d=0.1875

Figure 5.14. Example of improvement of 0.08

Figure 5.9 and 5.13 suggest that it is nearly impossible for a stub AS to achieve
a good path diversity when it is multihomed by using a single PI prefix, whatever
its number of providers. This result is also obtained when the alternate diversity
metric d′ is considered, which removes the preference for shorter paths.

5.3.3 Impact of BGP on the Path Diversity

This section examines how the Internet path diversity is affected by the BGP
protocol.

Multihoming is assumed to increase the number of alternative paths. However,
the AS-level path diversity offered by multihoming depends on how much the
interdomain routes, as distributed by BGP, overlap. As explained in Chapter
1, the selection of the best route is first based on the highest local preference
and shortest interdomain AS path. If the best route is not yet identified, the
route with the smallest Multiple-Exit-Discriminator or MED is used. Then, the
decision process prefers routes learned over an eBGP session to routes learned
over an iBGP session. Among the remaining routes, a router prefers those with
the closest IGP next hop. When these rules are not sufficient to select the best
route, further tie-breaking rules are applied, such as to keep the oldest route or
to prefer the route learned from the router with the lowest ID.

The results presented in the previous sections suggest that BGP heavily re-
duces the path diversity, at the level of autonomous systems. Two factors can
explain why the diversity is so much reduced.

The first and primary factor is that, for each destination prefix, each BGP
router in the Internet receives one route from a subset of its neighbours. Based on
this set of received routes, BGP selects a single best route towards the destination
prefix, and next advertises this single best route to its neighbours. Therefore, each
BGP router reduces the diversity of available paths. As a consequence, a single
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homed stub AS will receive from its provider only a single route towards each des-
tination prefix, even if the destination site is connected to the Internet through
multiple providers. Unfortunately, BGP is designed as a single path routing pro-
tocol. It is thus difficult to do better with BGP. Two extensions to BGP [186] have
been discussed, but not accepted, within IETF to allow BGP to advertise several
paths. The first solution [209] was proposed to solve the MED oscillation problem
[90] by advertising several paths to a destination inside a BGP UPDATE. How-
ever, in this case only one of the advertised paths is used to forward IP packets.
The second solution [30] was proposed to allow a router to learn several next-
hops to reach an external destination in a transit AS. To our knowledge, those
extensions have not been implemented and are not used in the Internet.

A second factor exists that further reduces the path diversity. The tie-breaking
rule used by BGP to decide between two equivalent routes often prefers the
same next-hops. Let us consider a BGP router that receives two routes from its
providers towards a destination D. According to the BGP decision process, the
shortest AS path is selected. However the diameter of the current Internet is
small, more or less 4 hops [112]. As a consequence, AS paths are often of the
same length, and do not suffice to select the best path. It has been shown that
between 40% and 50% of routes in core and large transit ASes are selected using
tie-breaking rules of the BGP decision process [165]. In our model with one router
per AS, the tie-breaking rule used in this case is to prefer routes learned from the
router with the lowest router address. This is the standard rule used by BGP-4
[170]. Unfortunately it yields to always prefer the same next-hop, a practice that
further degrades the path diversity.

The first factor suppresses paths, while the second factor increases the prob-
ability that paths overlap. The use of multiple prefixes removes the first factor.
Figure 5.10 and Figure 5.13 have shown the resulting benefit. However, the use
of multiple prefixes has no impact on the second factor, since it does not modify
BGP and its decision process in particular.

The overlapping of AS-level paths is illustrated in Figure 5.15. Each path
between two stub ASes consists of multiple interdomain links. We compute how
many times an interdomain link appear in the set of all paths between stub ASes.
Next, we order the links by their probability of occurrence. Figure 5.15 shows
P (x), the probability that x% of the most used links appear in a path between
any two dual-homed stub ASes. For instance, the figure shows that the 20% top
used links appear in more than 80% of all paths between any two dual-homed
stub ASes. A closer look to the results shows that the most used links are those
that belong to Tier-1 providers.

Figure 5.15 shows that the concentration of paths is the same using either
multiple PA prefixes, or a single PI prefix. It confirms that multihoming with
multiple PA prefixes only impacts the number of paths available towards a stub
AS, not how they overlap. Therefore, multihoming with multiple PA prefixes can
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increase the AS-level path diversity without changing how interdomain links are
used.

5.3.4 Generation of Hierarchical Internet Topologies

So far, all results were obtained using the same inferred topology. In order to
draw some conclusions about the real Internet, the simulations are performed
on several Internet-like topologies, with different properties. The simulations on
these various topologies will allow us to determine the impact of the topology on
the results, but also to explore possible evolution scenarios for the Internet.

In order to generate several AS-level Internet-like topologies, we use the GHI-
TLE topology generator [58]. A topology is generated level by level, from the
dense core to the customer level. Four levels are typically created : a fully-meshed
dense core, a level of large transit ASes, a level of local transit ASes and a level
of stub ASes. Additional levels can be created if needed. An AS inside a given
level may have peer-to-peer relationships with other ASes from the same level, or
customer-provider relationships with ASes from any upper level in the hierarchy.
Customer-provider relationships are created using a traditional Barabási-Albert
preferential connectivity model [26], i.e. new nodes tend to connect to existing
nodes that are highly connected or popular. As a consequence, the degree distri-
bution of the generated topologies follows a power law. Peer-to-peer relationships
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are created randomly between nodes of the same level. The number of customer-
provider links per node reflects the distribution seen in the Internet. GHITLE
let us specify the number of levels, and the number of nodes in each level. This
generator can produce small- or large-diameter Internet topologies while keeping
the same overall number of stub ASes and transit ASes. This feature is used in
the next section to explore different scenarios of the Internet evolution.

GHITLE was developed for this analysis because no existing generator can
produce a topology that provides details about customer-provider and peer-to-
peer relationships, and where the number of levels and nodes in each level can
be specified. In particular, Inet [118] does not provide commercial relationships
between ASes. Brite [130] and GT-ITM [40] do not produce a hierarchical topol-
ogy with more levels than just transit and stub AS levels. Those transit-stubs
networks do not correspond to the current Internet [189]. A second version of
GT-ITM, presented in [41] is supposed to support policies, but unfortunately
this version is not currently available.

5.3.5 Influence of Topology on Path Diversity

The way Internet will evolve in the future remains essentially unknown. In order
to delimit the range of variation for our results, we perform simulations with three
different topologies. The first topology tries to resemble the current Internet [189].
The second is a small-diameter Internet topology, consisting of stub ASes directly
connected to a fully meshed dense core, as illustrated on Figure 5.16. The third
is a large-diameter topology, generated using eight levels of ASes. An example
of a topology with 8 levels of ASes is given by Figure 5.17. All these topologies
have the same number of stub and transit ASes. They are generated using the
GHITLE topology generator, described in the previous section. These topologies
are publicly available at [59].

Figure 5.16. Example of a small-
diameter generated Internet
topology

Figure 5.17. Example of a large-
diameter generated Internet
topology
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Figure 5.18 and Figure 5.19 show the AS-level path diversity for the first
topology, aimed at reproducing the current Internet. We used four levels of ASes :
a dense core, a level of large transit ASes, a level of local transit ASes, and a
level of stub ASes. The generated dense core is a full mesh of 22 ASes. The
two generated transit levels contain respectively 200 and 2600 ASes. Finally, the
stub level contains about 12000 stub ASes. This generated topology is similar
to the inferred topology in terms of AS number and connectivity between ASes.
As expected, the path diversity results for this generated topology are almost
identical to the results obtained for the inferred topology.

We now explore different scenarios for the evolution of the Internet. A first
scenario is a concentration, for commercial reasons, of tier-1 and tier-2 providers,
i.e. ASes in the core and large transit ASes. At the extreme, the Internet could
consist of a small core of large transit providers, together with a large number of
stub ASes directly connected to the transit core. This would lead to an Internet
topology with a small diameter, i.e. with short AS paths.

Another scenario is that the Internet continues to grow, with more and more
core, continental, national and metropolitan transit providers. In this case, the
Internet might evolve towards a network with a large diameter, i.e. an Internet
with long AS paths.

We evaluate the path diversity for these two extreme cases : a small- and
a large-diameter topology. The generated small-diameter topology consists of a
full mesh core of 50 ASes and a single level of customers containing about 12000
stub ASes. The number of customer-provider links per stub AS still reflects the
distribution seen in the Internet. In this small-diameter topology, the majority
of the AS paths between stub ASes contain two intermediate hops : the first
intermediate hop is the provider of the source AS, and the second and last inter-
mediate hop is the provider of the destination AS, as illustrated on Figure 5.16.
The AS-level path diversity for such a topology is illustrated on Figure 5.20 and
Figure 5.21. As expected, the diversity in the small-diameter topology is better,
since the paths are shorter than in the current Internet. It can be observed that
20% of single-homed stub ASes that use a single PI prefix have a diversity better
than 0.22. This is better than with the inferred topology in Figure 5.9. Again,
when a single prefix is used, the gain in path diversity does not rise much with
the number of providers. In contrast, when multiple prefixes are used, the gain
in path diversity rises fast with the number of providers.

The large-diameter topology is generated using eight levels of ASes. The same
simulations are performed. The path diversity results are presented by Figure 5.22
and Figure 5.23. These figures show a poor path diversity in comparison with the
path diversity of the previous topologies. This is due to the paths being longer.
Again, Figure 5.22 shows that the path diversity remains low when stub ASes use
a single PI prefix, whatever their number of providers. When multiple PA prefixes
are used, the path diversity rises much faster with the number of providers, as
shown by Figure 5.23.
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Figure 5.21. AS-level path diver-
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Figure 5.24. Average path diversity using a single PI prefix
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Figure 5.24 and Figure 5.25 show the average path diversity in function of the
number of providers for all previously considered topologies. Figure 5.24 show that
the average path diversity obtained when using a single PI prefix does not rise
much in function of the number of providers, whatever the topology. In contrast,
the average path diversity rises fast with the number of providers, when multiple
PA prefixes are used. A comparison between Figure 5.24 and Figure 5.25 indicates
that a dual-homed stub AS using multiple PA prefixes already gets a better path
diversity than any multihomed stub AS that uses a single PI prefix, whatever its
number of providers.

Figure 5.26 summarises the results for all topologies studied. It shows the
path diversity benefit in percent that a stub AS obtains when it uses multiple PA
prefixes instead of a single PI prefix. We can first notice that the gain is obviously
null for single-homed stub ASes, as the use of one PA prefix instead of one PI
prefix has no impact on the path diversity. Next, the figure shows that the gain is
high when multiple PA prefixes are used, as soon as the stub AS has more than
a single provider. For instance, the gain rises up to about 50% for dual-homed
stub ASes, in all topologies considered. The path diversity of a 3-homed stub
AS that uses multiple prefixes is about twice the diversity that it gets when it
uses a single prefix. In a small-diameter Internet, the gain in path diversity rises
fast in function of the number of providers, but also shows a marginal gain that
diminishes quickly. In a large-diameter Internet, the gain in path diversity rises
more slowly. But it keeps a substantial marginal gain, at least if the number of
providers is below 10.

Additionally, Figure 5.26 shows that the gain for the current Internet is almost
everywhere included between the gains of the two extreme cases. The deviation
observed for stub ASes with 8 and 9 providers can be explained by the small
number of these stub ASes, less than 10 in the inferred topology.

We can observe that the gain does not vary much with the topology consid-
ered. Figure 5.26 strongly suggests that the results observed for our synthetic
topologies will also hold for the real Internet. In particular, the gain curve for the
real Internet should most likely lies somewhere between the two extreme cases.

5.3.6 Impact of Hot-Potato Routing on Path Diversity

In the previous sections, the AS-level path diversity was analysed by considering
one router per AS. However, a factor that can impact the path from a source
to a destination is the intradomain routing policy used inside transit ASes. In
this section, we explain how we model the intradomain policy using a generated
router-level topology.

Usually, ISP routing policies in the Internet conform to hot-potato routing
[196]. In hot-potato routing, an ISP hands off traffic to a downstream ISP as
quickly as possible. In order to model this behaviour, we need a router-level
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Internet topology with costs associated to intradomain links. It is currently not
possible to generate and handle a router-level topology of a size similar to the
Internet, i.e. probably composed of a few millions of routers. However, hot-potato
routing can be modelled without using so many routers. The topology presented
here is a trade-off between the realism of the topology and the simulation cost. No
adequate router-level model currently exists for the interdomain. In particular,
the transit-stubs networks generated by GT-ITM are not satisfactory, as they do
not correspond to the current Internet [189].

We model hot-potato routing by generating a router-level topology with the
GHITLE generator as follows. The topology is structured in four levels of ASes :
22 tier-1 ASes, 200 tier-2 ASes, 2600 tier-3 ASes and about 12000 stub ASes.
The intradomain topology is generated differently for each AS-level. Figure 5.27
illustrates a generated router-level topology, where small filled squares represent
routers and bold lines interdomain links. The cost associated to an intradomain
link is indicated next to the link.
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Figure 5.27. A router-level topology modelling hot-potato routing

We first divide the world into three major continents, in grey in Figure 5.27.
We consider that tier-1 providers have a global presence on the three major conti-
nents. Each continent has three major geographical regions. We model the global
presence of tier-1 providers by generating a triangle of routers in each continent.
For redundancy reasons, all pairs of triangles are interconnected using two inter-
continental links. We assign costs between 1 and 10 at random to intradomain
links between routers in the same continent. Intercontinental links are assigned
costs between 1000 and 2000. These costs are assigned in such a way that they
model hot-potato routing, although they do do not reproduce exactly the costs
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observed in real transit ASes. In particular, the costs are chosen so that a router-
level path between an entry and an exit point from the same continent does not
include an intercontinental link. For each continent, an interdomain link is gener-
ated between two routers belonging to two different tier-1 providers. By this way
we generate three peer-to-peer interdomain links between every tier-1 providers.

We consider that tier-2 providers cover a single continent, composed of 3
regions. The intradomain topology of tier-2 ASes is modelled as a triangle of
routers, where each router represents one geographical region. If a customer-
provider link exists between a tier-2 AS and a tier-1 AS, then three interdomain
router-level links are generated between routers of the two ASes. Between 1 and
2 peer-to-peer links are generated between tier-2 providers.

Similarly, the intradomain topology of tier-3 ASes is modelled as being com-
posed of two routers, where each router represents a geographical region. Two
router-level interdomain links are generated for each customer-provider AS-level
link between a tier-3 and a provider. Between 1 and 2 peer-to-peer links are
generated between two tier-3 ASes.

We still model a stub AS by a single router, assuming that a stub AS is a
very localised network.

Once the router-level topology has been generated, we build the correspond-
ing BGP configuration, and use C-BGP to simulate the distribution of the BGP
routes. We then perform traceroute measurements at the AS level, and compute
the path diversity using our metric.

The results for the path diversity are presented in Figure 5.28 and Figure
5.29. We see that the benefit of using multiple PA prefixes instead of a single PI
prefix remains large, even when hot-potato routing is taken into account. When
comparing Figures 5.28 and 5.29 with Figures 5.18 and 5.19, we see that hot-
potato routing has no significant impact on the AS-level path diversity. This
suggests that hot-potato routing will not have a major impact on the results
presented in the previous sections.

5.3.7 Further Analysis of Internet Path Diversity

The previous sections have shown that the path diversity is much higher when
a stub AS uses multiple PA prefixes instead of a single PI prefix. This section
examines and discusses the reasons of this effect, and corroborates this claim by
presenting other simulation results, using more traditional path diversity metrics.

First, we compute the probability that a stub AS has at least two disjoint
paths towards any other stub AS, when it uses a single PI prefix. The inferred
Internet topology is used for this simulation. Figure 5.30 shows the mean, 5e

percentile, median and 95e percentile of this probability. For instance, it shows
that a dual-homed AS has disjoint paths towards 20% of the destination ASes
in average. It also shows that having more providers increases the probability of
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having completely disjoint paths towards a destination AS. Obviously, a single-
homed stub AS cannot have two disjoint paths. We can see that the probability
increases with the number of providers but with a diminishing marginal gain.
Note that the percentage of single-homed stub ASes in this topology is 40%,
and thus the probability for having disjoint paths is at most 60%, whatever the
number of providers.

We next perform the same evaluation, considering the use of multiple PA
prefixes. Figure 5.31 shows that only two providers suffice to reach the maximum
probability of having at least two disjoint paths up to the destination AS. Note
that the maximum of about 60% is reached here, while it is still not with 9
providers when a single PI prefix is used.

Hence, the use of multiple PA prefixes increases the probability of having
at least two completely disjoint paths up to the destination. It is obvious that
completely disjoint paths cannot exist towards single-homed destination ASes.
However, even when paths do not or cannot merge at the destination AS, it is
still interesting to know the benefits from the use of multiple prefixes, compared
to the use of a single PI prefix. We call merging AS the AS from which all paths
from a multihomed stub AS to another stub AS merge into a single path. We
now look at the distance, in hops, that exists between the merging AS and the
destination AS. If paths merge at the destination, then this distance is 0 hop.
The stub-stub AS paths are classified according to the number of providers of the
source stub AS.

Figure 5.32 shows the distance in hops between the merging AS and the
final destination stub AS, when a single PI prefix is used. It shows that most
paths merge at one hop from the destination AS, essentially because 40% of stub
ASes are single-homed, for which paths merge at their providers. The figure also
shows that, depending on the destination stub AS, a dual-homed stub AS has a
probability comprised between 30% and 60% that its paths merge at the provider
of the destination stub AS. As expected, the probability that paths merge at the
destination AS increases with the number of providers of the source AS. This
probability is still limited to about 60%, i.e. the percentage of multihomed stub
ASes in this topology.

The same evaluation is performed when considering the use of multiple PA
prefixes. Figure 5.33 shows that having two or three providers nearly ensures
that paths will merge at the nearest possible AS from the destination AS. Indeed
the maximum probability that can be reached is 60% of paths merging at the
destination stub AS (i.e. the percentage of multihomed stub ASes), and 40% of
paths merging at the provider of the destination stub AS. Figure 5.33 also shows
that the percentage of paths that merge at one hop from the destination stub AS
increases with the number of providers of the source stub AS. This rise is entirely
made at the expense of paths that merge at two hops or more.
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In short, the use of IPv6 multihoming with multiple PA prefixes not only
increases the number of completely disjoint paths towards a destination AS, but
also increases the path diversity by making paths merge nearer the destination
AS.

A consequence of this finding is that AS paths merge less often in the dense
core when using multiple PA prefixes. Figure 5.34 and Figure 5.35 illustrate this
phenomenon. Figure 5.34 shows where paths merge in the Internet hierarchy,
using a single prefix. It shows for instance that, depending on the destination
stub AS, between 30 and 70% of the paths from a dual-homed site merge at the
dense core.

On the other hand, when multiple prefixes are used, Figure 5.33 has shown
that 60% of paths merge at the destination AS. Consequently, in Figure 5.35,
60% of paths merge at the customer hierarchy level, while only about 20% paths
still merge at the dense core.

 0.001

 0.01

 0.1

 1

 10

 100

 1  10  100  1000

P
(a

pp
ea

ra
nc

e)
 [%

]

Ordered Merging ASes

Single PI prefix
Multiple PA prefixes

Figure 5.36. Distribution of ASes appearing as merging points, using a
single PI prefix, and using multiple PA prefixes

We can also analyse how often an AS appears as a merging point between
a multihomed stub AS and any other stub AS. Figure 5.36 shows that, in the
inferred Internet topology, a single Tier-1 AS is the merging AS for about 12%
of paths, when a single PI prefix is used. In contrast, when multiple PA prefixes
are used, Figure 5.36 shows that a single AS is the merging AS for about 5% of
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paths. This result confirms that, when multiple prefixes are use, the interdomain
AS paths are more evenly distributed over transit ASes.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0.001  0.01  0.1  1  10  100

C
um

ul
at

iv
e 

fr
ac

tio
n 

of
 s

tu
b-

st
ub

 p
ai

rs
 [%

]

Fraction of merging ASes [%]

Single PI prefix
Multiple PA prefixes

Figure 5.37. Cumulative distribution of ASes appearing as merging points,
when a single PI prefix is used, and when multiple PA prefixes are used.

Similarly, Figure 5.37 shows that 1% ASes are the merging points of more than
65% stub-stub AS paths when a single prefix is used. When multiple prefixes are
used, 1% ASes are the merging points of about 35% stub-stub AS paths. This is
30% less than using a single prefix. This result agrees with the results presented
on Figure 5.31, Figure 5.33 and Figure 5.35, that showed that paths most often
merge at the destination AS when multiple PA prefixes are used.

5.3.8 Summary

In the previous section, we have shown that a dual-homed stub AS that uses
multiple PA prefixes has already a better Internet path diversity than any mul-
tihomed stub AS that uses a single provider-independent prefix, whatever its
number of providers. We have also shown that this result does not depend much
on the topology, and that hot-potato routing has no major impact on the di-
versity. Next, we have shown that the rise in path diversity using multiple PA
prefixes is a consequence of paths merging nearer the destination AS. We have
claimed that a dual-homed stub AS that uses multiple PA prefixes is almost cer-
tain to have at least two paths that do not merge before the destination stub
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AS itself, provided that the destination AS is not single-homed. Finally we have
shown that a consequence of the use of multiple prefixes is that the AS paths
available to stub ASes are more evenly distributed on the Internet.

We now examine the consequence of this gain in diversity on network latency.
We will evaluate in the next section how often the delay can be improved by
leveraging this Internet path diversity.

5.4 Improving Delays with Multiple Prefixes per Site

We have shown that stub ASes that use multiple PA prefixes can exploit paths
that are otherwise unavailable. Thus, the use of multiple PA prefixes increases the
number of paths available, i.e. the Internet path diversity. Among the new paths,
some of them may provide lower delays. We evaluate in this section how often
this improvement in network latency occurs. First, we detail in section 5.4.1 the
topology used to perform this evaluation. Next, we present the simulation results
in section 5.4.2. Finally, we present the related work in section 5.5 and conclude
this chapter in section 5.6.

5.4.1 A Two-Level Topology with Delays

In order to simulate delays along paths, we cannot rely on topologies provided by
Brite [130], Inet [118], or GT-ITM [40] since they either do not model business
relationships or do not provide delays along links. A topology that contains both
delays and commercial relationships is available at [163]. In this topology, the
interdomain links and the business relationships are given by a topology inferred
from multiple BGP routing tables [189]. For each peering relationship found be-
tween two domains in this topology, interdomain links are added.

The different points of presence of each domain are geographically determined
by relying on a database that maps blocks of IP addresses and locations world-
wide. The intradomain topology is generated by first grouping routers that are
close to each other in clusters, and next by interconnecting these clusters with
backbone links.

The delays along the links are the propagation delays computed from the
distances between the routers. The IGP weights used are the propagation delays
for links shorter than 1000 km, twice the delay for links longer than 1000 km but
shorter than 5000 km and 5 times the delay for links longer than 5000 km.

The resulting topology is described in more details at [163]. It contains about
40,000 routers, 100,000 links and requires about 400,000 BGP sessions. C-BGP
[162] is used to simulate the BGP protocol on this topology, in order to obtain
the router-router paths, and thus the delays between multihomed stub ASes. To
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reduce the simulation time, we conduct the simulation for 2086 multihomed stub
ASes randomly chosen among the 8026 multihomed stub ASes.

In this topology, 55% of the delays along the BGP routes are comprised be-
tween 10 and 50ms. About 20% of the delays are below 10ms and 25% sit between
50 and 100ms. These delays are considered as minimal bounds for the real de-
lays, since only the propagation delay is taken into account. Factors that increase
delays like limited bandwidth or congestion delays are not considered here. Al-
though the simulated delays are inferior bounds to the delays observed in the
global Internet, their order of magnitude is preserved.

5.4.2 Simulation Results
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Figure 5.38. Delay along the BGP route versus delay along the lowest delay
route

Figure 5.38 and Figure 5.39 plot the best delay obtained when multihomed
stub ASes use a single PI prefix (x-axis), against the best delay obtained when
stub ASes use multiple PA prefixes (y-axis). The gray-scale indicates the number
of stub-stub AS pairs, on a logarithmic scale. In Figure 5.38, the diagonal line that
appears represents stub-stub AS pairs for which both multihoming mechanisms
yield to the same delay.

As explained in section 5.2.3, the use of multiple PA prefixes provides addi-
tional paths, beside traditional paths that are still available. As a consequence,
delays can only improve, and no dot can appear above the diagonal line. A dot
under this diagonal line indicates that the use of multiple PA prefixes introduces
a new path with a delay lower than the delay along the best BGP path obtained
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Figure 5.39. Delay along the BGP route versus delay along the lowest delay
route

when a single PI prefix is used. We can see that many dots are located under this
line. Sometimes, the improvement can even reach 150ms in this topology.

Figure 5.40 shows the cumulative distribution of the relative delay improve-
ment. It shows that no improvement is observed for approximately 40% of the
stub-stub AS pairs. However, the relative improvement is more than 20% for 30%
of the stub-stub AS pairs. Delays are cut by half for about 8% of the stub-stub
AS pairs.

As said in section 5.4.1, the delays observed in this topology are expected to
be minimal bounds to those seen in the real Internet. Thus, we can reasonably
assume that the absolute delay improvements presented in Figure 5.38 will not
be lower in the actual Internet.

These simulation results show that improving delays is a benefit of IPv6 mul-
tihoming with multiple PA prefixes, without increasing the BGP routing tables.

5.5 Related Work

A work about IPv4 multihoming path diversity appeared in [4], where the authors
define two path diversity metrics to quantify the reliability benefits of multihom-
ing for high-volume Internet servers and receivers. They notice however that their
metrics have an undesirable bias in favour of long paths. Their study draws empir-
ical observations from measurement data sets collected at servers and monitoring
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Figure 5.40. Distribution of the relative delay improvement

nodes, whereas our work is based on inferred and generated global-scale AS-level
topologies.

A comparison of Overlay Routing and Multihoming Route Control appeared
in [126]. In this study, the authors demonstrate that an intelligent control of
BGP routes, coupled with ISP multihoming, can provide competitive end-to-end
performance and reliability compared to overlay routing. Our results agree with
this finding. In addition, our work explicits the impact of the path diversity on
performance, and shows that IPv6 multihoming with multiple PA prefixes is able
to actually provide these benefits.

In another study [194], Teixeira et al. characterise the path diversity of com-
plete ISP topologies obtained using the Rocketfuel tool [183]. They next compare
the inferred topology with the real one. They find that the Rocketfuel topologies
both contain false links and miss actual links. They also find that these topologies
have a significantly higher apparent path diversity, due to their large number of
false links. In this work, we use inferred and generated AS-level Internet topolo-
gies to estimate the AS-level path diversity that is available to stub ASes that
use either a single PI prefix, or multiple PA prefixes.

In [124], the authors analyse how paths from a dual-homed stub AS to a
destination stub AS merge in the Internet. They used traceroute queries from
their campus network multihomed to two commercial ISPs. They observed that
the paths via their two ISPs merge at the dense core of the Internet for more than
76% of destination nodes. In this work, we also performed this experiment but
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using an inferred Internet topology. We observed where the paths merge between
any pair of stub ASes. We show in contrast that usually paths do not so often
merge in the dense core, in particular for stub ASes having three providers or
more.

It is well known that the use of provider-dependent aggregatable prefixes
preserves the scalability of the interdomain routing system [85]. To our knowledge,
this is the first study that shows that the use of multiple PA prefixes also increases
network performance by leveraging the Internet path diversity, compared to the
use of traditional multihoming with a single PI prefix.

5.6 Conclusion

In this chapter, we first proposed to reuse the notion of availability to compute
the path diversity between two stub ASes. This metric measures how paths from
a source to a destination AS overlap. It can take into account or not the lengths
of the paths. We used this metric to study the AS-level path diversity that exists
between pairs of multihomed stub ASes, first by considering the use of a single PI
prefix, next by considering the use of multiple PA prefixes. We used an inferred
Internet topology, and we generated several hierarchical Internet topologies. We
computed the AS-level paths with a BGP simulator, and used our metric to
measure the Internet path diversity between stub ASes.

We have shown that, in all considered topologies, the path diversity remains
low when sites use a single PI prefix, whatever their number of providers. The
main result found in this study is that the use of multiple PA prefixes as in
the Host-Centric IPv6 multihoming approach largely improves the AS-level path
diversity. This benefit adds up to the advantage of reducing the size of the Internet
routing tables. We have also shown that the gain from using multiple PA prefixes
rises fast with the number of providers, with a diminishing marginal gain. We
have observed that this gain does not vary much with the topology considered,
which suggests that the results obtained will most likely also hold for the real
Internet. Next, based on further analysis, we have claimed that a dual-domed
stub AS that uses multiple PA prefixes is almost certain to have at least two
paths that do not merge before the destination stub AS itself, provided that the
destination AS is not single-homed. Finally, we have shown that delays between
multihomed stub ASes can be improved by leveraging this Internet path diversity.

All these observations show that, from a performance point of view, IPv6
multihomed stub ASes get benefits from the use of multiple provider-dependent
aggregatable prefixes instead of a single provider-independent prefix. This study
thus naturally encourages the IETF to pursue the development of Host-Centric
IPv6 multihoming. The use of multiple PA prefixes enables route aggregation,
and provides lower delays and more diverse Internet paths. This in turn yields to
better possibilities to balance the traffic load and to support quality of service.





Chapter 6

The NAROS Approach
for IPv6 Multihoming

with Traffic Engineering

6.1 Introduction

Once multihomed, stub Autonomous Systems usually need to engineer their
interdomain traffic. There is a growing demand for highly efficient and cost-
effective mechanisms to improve the end-to-end performance of those stub ASes
[175, 152, 7, 5]. They typically wish to use the paths with the best quality for
sending and receiving packets. Various quality metrics can be used depending
on the applications, e.g. low delay, high bandwidth, low jitter, or low loss rate.
Unfortunately, the available interdomain traffic engineering techniques are cur-
rently based on the manipulation of BGP attributes [168], which contributes to
the growth and instability of the BGP routing tables [15, 123]. In addition, BGP
does not currently carry QoS metrics and BGP routers do not always select the
paths with the best “quality” [102]. The reason is that BGP was designed to pro-
vide reachability and to allow domains to locally apply route selection policies.
BGP does not take any QoS metric into account. As a consequence, multihoming
does not always lead to improved performance.
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Chapter 5 has shown that the use of multiple PA prefixes not only preserves
the scalability of the interdomain routing, but also provides more diverse inter-
domain paths and lower delays, hence increasing the possibilities to balance the
traffic load and to support the quality of service.

However, as described in Chapter 4, this approach has implications on traffic
engineering methods, as the source address selected by a host determines the up-
stream provider used. As a consequence, outbound and inbound traffic engineering
of flows initiated from hosts inside the multihomed site is entirely determined by
how these hosts select their source addresses. No traffic engineering mechanism
has ever been developed for such Host-Centric environment, despite the grow-
ing demand for such mechanism in IPv4, and despite the large opportunity for
leveraging the interdomain path diversity.

This chapter aims at filling this gap by proposing and evaluating a technique
to engineer the traffic of Host-Centric IPv6 multihomed sites. The new mechanism
should also allow to effectively exploit the multiple interdomain paths that exist
between multihomed sites. The technique must support a wide range of policies,
possibly varying in time, and of technical or non-technical nature. This chapter
tries to answer the following questions :

How to share the load in Host-Centric IPv6 multihomed sites, without ma-
nipulating BGP attributes ?

How to take into account complex load sharing policies ?

Can we handle very dynamic routing policies ?

Is the mechanism efficient and scalable ?

The solution proposed and evaluated in this chapter is based on a new service,
inside the multihomed site, called Name, Address and ROute System (NAROS).
NAROS is a mechanism to perform traffic engineering in a Host-Centric IPv6
multihoming environment. The basic principle of NAROS is that, when initiat-
ing a new flow, hosts inquire the NAROS service to determine the best source
address to use to contact the destination node. By selecting the source address,
the NAROS service can control how the locally initiated flows are distributed
over the links with the providers. It thereby provides a traffic engineering mech-
anism, without transmitting any BGP advertisement and without affecting the
BGP routing tables.

This chapter is organised as follows. In section 6.2, we explain how policy can
be implemented in IPv6 multihomed sites by using a policy table. In section 6.3,
we detail how NAROS allows a multihomed site to engineer its traffic. Finally,
in section 6.4, the performance of the NAROS server is evaluated by using trace-
driven simulations. We will show that the load on the NAROS server is reasonable
and that we can obtain good load-balancing performance.
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The technique proposed in this chapter has never been developed, although
briefly suggested in [106]. To the best of our knowledge, this is the first approach
that explicitly allows load-balancing and traffic engineering in IPv6 Host-Centric
multihomed sites. It has been published in [65] and [64].

6.2 The Source Address Selection Policy in IPv6 Mul-

tihomed Sites

Figure 6.1 illustrates a multihomed site that uses the Host-Centric approach.
Three Internet Service Providers (ISP 1, ISP 2 and ISP 3) provide connectivity
to the multihomed site. The site exit router connecting with ISP 1 (resp. ISP 2
and ISP 3) is RA (resp. RB and RC). Each ISP assigns a site prefix (PA, PB and
PC) to the multihomed site. As detailed in sections 2.3 and 4.4, these prefixes,
together with a subnet ID (SA, SB and SC) are advertised by the site exit routers,
and used to derive one IPv6 address per provider for each host interface.

Figure 6.1. A multihomed site connected with three providers

The use of multiple addresses introduces a new architectural approach to
engineer the traffic. As explained in Chapter 3 section 3.4.2, the site must ensure
that all outgoing packets with a source address within the prefix assigned by a
given ISP are sent through the same ISP.
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In order to control how its flows are distributed over the links with the
providers, the multihomed site must instruct its hosts how they should select
their source addresses. This traffic engineering approach is said to be based on
host capability. In practice, by default, hosts use the source address selection al-
gorithm to select an appropriate address [73]. The selection algorithm relies on
the RFC 3484 policy table [73], and was briefly described in Chapter 2, section
2.4.

In this section, we will show through an example that the default policy table
may not lead to an adequate address selection in Host-Centric multihomed sites.
We will also present how we can somehow engineer the traffic by tweaking the
address selection through the addition of rules in the policy table.

First, let us observe that the default source address selection is arbitrary
when a host has several global-scope IPv6 addresses, such as in Host-Centric
multihomed sites. Consider the two Host-Centric multihomed sites illustrated on
Figure 6.2.

Figure 6.2. Arbitrary selection of source and destination addresses

In this figure, Host X has two global-scope IPv6 addresses, 2001:1:1::X and
2001:2:1::X. Similarly, the destination Host Y has two IPv6 addresses, 2001:
3:1::Y and 2001:4:1::Y. Host X prefers the link through ISP 1, and Y prefers
the one through ISP 4. The default address selection algorithm first selects the
best source address of Host X for each destination address of Host Y. According
to the rules explained in Chapter 2, the output is the one illustrated on Table
6.1.

For the destination address 2001:3:1::Y, 2001:2:1::X is the best source
address because its matching prefix (2001:0002::/31) is longer than the match-
ing prefix (2001:0000::/30) of the source address 2001:1:1::X. For destination
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Destination Address Best Source Address Rule

2001:3:1::Y 2001:2:1::X Longest Matching Prefix
2001:4:1::Y Unspecified No rule

Table 6.1. Output of the source address selection

address 2001:4:1::Y, both source addresses of Host X have the same match-
ing prefix, i.e. 2001:0000::/29. In such a case, the algorithm is unable to select
the best source address, and the best source address is unspecified. Once the best
source address is selected for each destination address, the algorithm has to select
the best couple of source and destination addresses, which is the first one in Table
6.1. Thus, in Figure 6.2, Host X will join Host Y by using destination address
2001:3:1::Y and source address 2001:2:1::X. Unfortunately, this choice leads
to the use of the low quality links.

To avoid this undesirable behaviour, the address selection algorithm can be
tuned by inserting additional rules in the policy table. For instance, in Figure 6.2,
in order to favour the high quality link with ISP 1, Host X may alter its policy
table in the way illustrated by Table 6.2. Consider that Host X wants to contact
Host Y. The available destination addresses are 2001:3:1::Y or 2001:4:1::Y.
According to Table 6.2, these two destination addresses are assigned label 1, as
they match only entry 2001::/16 with label 1. Hence, 2001:1:1::X will be the
best source address for both destinations 2001:3:1::Y and 2001:4:1::Y, because
address 2001:1:1::X is the only source address that has the same label (i.e. label
1) as the destination addresses 2001:3:1::Y or 2001:4:1::Y. As a consequence,
all inbound and outbound packets exchanged with Host Y will flow through ISP
1. This will be true for any flow, provided that the flow is initiated by Host X.

Prefix Precedence Label

2001:1::/32 30 1

2001:2::/32 30 2

2001::/16 30 1

Table 6.2. Policy table of Host X

This example shows that traffic engineering can be achieved for locally initi-
ated flows, by adding appropriate rules in the policy tables. This configuration
can be done either by hand, or by using an extension to DHCP [128, 202], or in
a fully dynamic way as we propose here with NAROS.
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6.3 The NAROS Service

We propose to let the NAROS service manage the selection of the source ad-
dresses, in a fully dynamic way. The address selection will influence how the traf-
fic flows through the upstream providers, and a good selection method will allow
the site to engineer its interdomain traffic. The NAROS service is provided by
one or more NAROS servers maintained inside the multihomed site, as illustrated
in Figure 6.1.

We now consider in details how NAROS handles four main aspects of Host-
Centric multihomed sites : source address selection, inbound and outbound traffic
engineering, and fault-tolerance.

6.3.1 Source Address Selection

When a host inside the multihomed site initiates a flow with a remote node,
it must determine the best source address to use among its available addresses.
The proposed mechanism is that the host queries a NAROS server for the source
address to be used. It complements in this way the default IPv6 source address
selection algorithm [73, 74].

The rationale behind having a service for the source address selection is that
the selection process could possibly be influenced by many factors. Examples
of such factors are the current loads and states of the links, or administrative
policies. A NAROS server could also rely on informations contained in BGP
tables, e.g. the path length towards the destination. When engineering the traffic
of a site, these policies may have to change very often. Storing statically the full
set of rules in every host is not efficient, as a host is typically concerned by only
a small subset of these rules. It is even almost useless when the routing policies
change frequently. In this case, manual configuration of hosts is unmanageable,
and the use of DHCPv6 is not sufficient. In order to not overflow the network
with policies that concern only a small subset of the hosts, NAROS is designed
as a service that must be queried by hosts, instead of a server that periodically
advertises policies. The benefit of this approach is that a host receives routing
policies only for destinations that it actually uses, in a dynamic way. The use
of a request-response NAROS service may hence drastically reduce the number
of policy informations that hosts have to handle. This can in turn reduce the
resources needed to perform the source and destination address selection. It can
also be particularly useful for dumb devices, that have no or very few memory.
In this case, the device is even not required to remember NAROS informations it
receives, so that it is able to respect complex and very dynamic routing policies
with no memory requirement.

In its simplest form, the basic NAROS service is independent from any other
service. A NAROS server does not maintain state about the internal hosts. It is
thus possible to deploy several NAROS servers in anycast mode inside a site for
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redundancy or load-balancing reasons. A NAROS server can also be installed on
routers such as the site exit routers.

The NAROS protocol runs over UDP and contains two main messages :
NAROS request and NAROS response. The NAROS request message is used
by a client to request its flow parameters. The parameters included in a NAROS
request are at least the destination address of the remote node and the source
addresses currently allocated to the client. The NAROS server should only be
contacted when the default source address selection procedure [73] cannot select
the source address otherwise than by using the longest matching prefix rule.

The NAROS response message is sent by a NAROS server and contains the
connection parameters to be used by the client. The parameters include at least
the selected best source address, a prefix, and a lifetime. It tells that the client
can use the selected source address to contact any destination address matching
the given prefix. These parameters remain valid and can be cached by the client
during the announced lifetime. The NAROS server gives only a hint about the
best source address to use. It is recommended but not mandatory that the host
actually uses this address, especially if it has other ways to determine the best
source address. A situation where a host must not respect the NAROS selection
is when the host knows that a failure affects the proposed best address, but the
NAROS server did not detect it. This situation is discussed in section 6.3.4.

Host X                    NAROS Server     RA  RB  RC           Host W

CONNECT.req  

CONNECT.ind
ISPA Failure

Failure

detected

NAROS.req(ip=PW:SW:W, 

src=PA:SA:X, PB:SB:X, PC:SC:X)

NAROS.resp(Pfx=PW, TTL=300,

Best src=PA:SA:X)

Best src=PA:SA:X    

Best src=PC:SC:X    

RR.use-prefix(PA:SA, 

preferred lifetime=0)

NAROS.req(ip=PW:SW:W, 

src=PB:SB:X, PC:SC:X)

NAROS.resp(Pfx=PW, TTL=300,

Best src=PC:SC:X)

Figure 6.3. Basic NAROS scenario

The upper part of Figure 6.3 illustrates how the NAROS messages and pa-
rameters are used. The detailed formats of the NAROS messages are described in
Appendix A. Before Host X sends its first packet to remote Host W (PW:SW:W),
it issues a NAROS request in order to obtain the source address to reach Host
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W. Upon receipt of the request, the NAROS server identifies the prefix PW asso-
ciated with Host W, and selects for example PA:SA:X as the best source address
to reach any destination hosts inside prefix PW. The prefix PW can be deter-
mined arbitrarily, e.g. using the /8 prefix covering the prefix of the destination
address. Another solution is to extract from a BGP table the most specific BGP
prefix that matches the destination address. The server assigns a lifetime (e.g.
300 seconds) to these parameters in the NAROS response message.

Once the reply is received, Host X knows that it should prefer address PA:SA:X
to reach any destination inside prefix PW, including Host W. This preference is
typically converted into a rule that is inserted in the policy table of Host X. This
rule is removed once the lifetime has expired. The selected source address should
be used for the whole duration of the flow, unless some failure affecting the flow
occurs. If new TCP or UDP connections to the same destination are initiated
before the announced lifetime expires, Host X can use the cached parameters.
Otherwise it must issue a new NAROS request, and the best source address for
the same destination may be different. By using appropriate values for the life-
time and the prefix in the NAROS response, it is possible to balance the load
of the locally initiated traffic flows, and to limit the number of NAROS requests
sent by hosts. This is demonstrated in section 6.4.

An optimisation is to couple the NAROS server with a DNS server. In this
case, we can merge the DNS and NAROS request and response messages, hence
minimising the overhead induced by the NAROS service. Figure 6.4 illustrates
the messages exchanged when the NAROS and the DNS servers operate together.
In this scenario, Host X wants to initiate a connection towards Host W, using
the FQDN of Host W. The name resolver on Host X is modified so that the
DNS request is put inside a NAROS request message addressed to the NAROS
server. Upon receipt of the NAROS+DNS request, the NAROS server forwards
the DNS request to the DNS server and waits for its resolution. Once the IP
addresses of Host W have been received, the NAROS server selects the best source
address among the addresses of Host X. Next, it replies with a NAROS+DNS
response message to Host X. The modified name resolver library on Host X finally
separates the NAROS and DNS responses, and Host X can initiate a connection
with Host W. The merging of the NAROS and DNS servers appears here only
as an optimisation. However, we will show in Section 6.3.3 that this coupling
enables extended traffic engineering capabilities, and may thus be the preferred
architecture for many sites.

6.3.2 Traffic Engineering for Locally Initiated Flows

By using the NAROS service, the source address selection is driven by the NAROS
server. This can naturally be used to perform traffic engineering. For example, in
order to balance the traffic among the three providers in Figure 6.1, a NAROS
server can use a round-robin approach. For each new NAROS request, the server
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Host X                          NAROS                         DNS   Host W

CONNECT.req  

CONNECT.ind

NAROS+DNS.req(
   FQDN = host.w.domain.com,
   src = PA:SA:X, PB:SB:X, PC:SC:X)

NAROS+DNS.resp(
   IP = PW:SW:W, pfx = PW,
   lifetime = 300,
   best src = PA:SA:X)

IP=PW:SW:W
Best src=PA:SA:X    

DNS.req(FQDN = host.w.domain.com)

DNS.resp(IP = PW:SW:W)

Figure 6.4. Basic scenario with a NAROS server coupled with a DNS server

selects another provider and replies with the corresponding source address. Ex-
cept when a provider fails, this source address, and thus the upstream provider,
remains the same for the whole duration of the flow.

The NAROS service allows traffic engineering without injecting any informa-
tion in the Internet routing infrastructure. For instance, we will show in section
6.4.2 that a site can obtain similar performance as classical CRC-16 based load-
balancing mechanisms. NAROS can also easily support unequal load distribution,
without any additional complexity.

The NAROS mechanism allows to engineer all flows, inbound and outbound,
provided that these flows are initiated by the hosts of the multihomed site. In
particular, if hosts are sending lots of data to remote hosts in the Internet, NAROS
allows the site to distribute this outgoing traffic over the ISP links by selecting
the source addresses of the flows. Similarly, if hosts in the multihomed site receive
lots of traffic from the Internet but send back very few traffic, then NAROS can
also be used to control the amount of ingoing traffic received from each provider,
provided that the flows are initiated from the multihomed site. This inbound
traffic engineering mechanism is specific to Host-Centric IPv6 multihomed sites,
where the ISPs of the multihomed site announce only their own BGP prefix, and
do not announce the other prefixes of the multihomed site. As a result, a packet
intended for an address belonging to the prefix of one ISP will necessarily enter
the multihomed site through this particular ISP, making it possible to engineer
the inbound traffic. This is not the case for traditional IPv4 multihoming with
BGP.

6.3.3 Traffic Engineering for Remotely Initiated Flows

Sometimes, most flows of a multihomed site are initiated by remote hosts. A
typical example is a content provider network. In such cases, a server that replies
to a query cannot freely choose the source address of its packets. Indeed, as in
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IPv4, the source address of a response packets must be the destination address of
the query packet. Hence, the source address selection cannot help here to engineer
this traffic.

However, when flows are initiated by remote hosts, limited traffic engineering
can still be achieved by again coupling the NAROS and DNS servers of a site. As-
sume that the multihomed site has three providers, as depicted in Figure 6.1. Host
X inside the multihomed site has three IPv6 addresses, PA:SA:X, PB:SB:X and
PC:SC:X. If a remote host W in the Internet uses destination address PA:SA:X
to query Host X, then the traffic sent by Host W towards Host X will necessarily
enter in the multihomed site through ISP 1, as explained in the previous section.
Thus, the IPv6 address selected by remote hosts determines the inbound provider
used.

The address of Host X used as destination address by Host W is often provided
through a query to a DNS server. As Host X has three addresses, the DNS server
will reply to Host W with a list of three addresses. When receiving this list, Host
W typically tries the first address. Limited traffic engineering can be achieved by
ordering the list of addresses in the DNS response message. This method assumes
that the list is not reordered when the DNS response message is sent back to
the host, and that Host W does effectively try the first address of the list. It
also assumes that remote Host W relies on the DNS to contact Host X. This last
assumption may not always hold, for instance in the case of many peer-to-peer
applications.

Host X  RA    DNS                       NAROS                        Host W

DNS.req(FQDN = host.x.domain.com)

DNS.resp(IP = PC:SC:X
         IP = PB:SB:X
         IP = PA:SA:X)

DNS.req(FQDN = host.x.domain.com)

DNS.resp(IP = PA:SA:X
         IP = PB:SB:X
         IP = PC:SC:X)

Traffic

Figure 6.5. Inbound traffic engineering scenario, using a NAROS server
coupled with a DNS server

When Host W in the Internet wants to contact Host X in the multihomed site,
the basic scenario is illustrated on Figure 6.5. First, the NAROS server receives
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from Host W the DNS request message for Host X. The server forwards the DNS
request to the DNS server, and waits for the DNS response message that contains
all the addresses assigned to Host X. Upon receipt of the DNS response message,
the NAROS server reorders the list of addresses corresponding to Host X. For
instance, it can place the PA:SA:X address at the top of the list to favour the use
of ISP 1. The NAROS server finally transmits the altered DNS response message
to Host W. As Host W usually tries the first address, the PA:SA:X address for
Host X is used, and the traffic enters the multihomed site through router RA
connected with ISP 1. Although the NAROS and DNS servers are separated on
Figure 6.5, in practice they can be implemented as a single server.

6.3.4 Fault Tolerance

The NAROS server in itself does not provide fault-tolerance to Hosts inside the
multihomed site. In Host-Centric environments, fault-tolerance can only be en-
sured by the hosts themselves. Hosts are the only entities that can fully decide if
their flows suffer from a problem that requires some action.

However, the NAROS server must not ignore failures that can be clearly
identified. For instance, if the link with one of the upstream providers fails, the
site exit router connected to this provider can detect the event, and can advertise
a null preferred lifetime for that prefix [140, 54], as in the solution described in
[77] or [106]. This event must be taken into account by the NAROS server, so
that further NAROS response messages will not include deprecated addresses,
and will not lead to the use of the failed provider. Otherwise the NAROS service
becomes useless. A host can also take this failure event into account, and it may
immediately ask new parameters to the NAROS server. However, the host always
makes the final decision about which address to use. More generally, a host can
ask updated parameters each time it detects a failure which affects one of its flows.
Once the new source address is known, mechanisms like SHIM or SCTP can be
used to switch to the new address while preserving the established connections,
as explained in Chapter 4, section 4.4.

In the lower part of Figure 6.3, assume for example that ISPA becomes un-
available. The site exit router connected to ISPA detects the failure and advertises
a null preferred lifetime for prefix PA. The NAROS server immediately takes this
advertisement into account, and future NAROS replies will not contain this pre-
fix. Host X will also receive this advertisement. The standard effect is that it
should no longer use this source address for new TCP or UDP flows. If Host X is
currently using a deprecated address, it can issue a new NAROS request to choose
among its other available source addresses. Next, the host can use e.g. SHIM to
switch to the new source address while preserving its established connections.
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6.4 Performance Evaluation

The performance of the NAROS protocol depends on two base parameters : the
size of the prefix associated with the destination and its lifetime. We evaluate
in this section the impact of these parameters on the cache size of the hosts,
the number of NAROS requests and consequently the server load, and finally
the quality of the load-balancing. The evaluation results are presented in section
6.4.2.

The evaluation of the NAROS service is based on a real traffic trace [57]. This
trace is a flow-trace collected during 24 hours on November 18, 2002 and contains
all the interdomain traffic of a university site. The trace is described in section
6.4.1. The NAROS performance is evaluated using an IPv4 traffic trace because
we could not get a significant traffic trace of an IPv6 network.

6.4.1 Traffic Traces

The trace-driven simulation is based on real IPv4 flow traces collected on the
interconnection point of the Université catholique de Louvain with the BELNET
network during 24 hours on November 18, 2002. The trace contains only the
outgoing traffic, i.e. the traffic that flows from UCL to BELNET, as depicted on
Figure 6.6. 7687 hosts were active in the campus network. No firewall is used to
filter the traffic received from the Internet.

UCL
Router
No firewall

BELNET
Router

Trace
collector

All Internet traffic
Capture only outgoing

Passive 

splitter

Figure 6.6. The trace was cap-
tured between the UCL and
BELNET networks
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Figure 6.7. Traffic load

The trace is a flow-trace collected with nprobe [72]. The expired flows were
saved every 30 seconds. The maximum flow idle lifetime was set to 30 seconds.
This means that a flow is over when the last packet received is older that 30
seconds. However, due to memory limitations, we defined that a flow that has
been active for more than 30 seconds was also considered expired, regardless of
the flow duration. Further packets belonging to the same flow were accounted on
a new flow. This has a non-negligible impact on our evaluation and it is discussed
in section 6.4.3. The nprobe command used was :
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Total Active Hosts 7687
Total Flows 17,511,778
Total Octets 203,067,716,744
Total Packets 322,377,278
Duration of trace (secs) 86384
Average flow duration (secs) 12.06
Average packet size (bytes) 629.00
Average flow size (bytes) 11596.00
Average packets per flow 18.00
Average flows / second 202.72
Average Kbits / second 18806.05

Table 6.3. Trace characteristics

Application Port(s) %Volume

edonkey 4661,4662,4665,4672 9.71
kazaa 1214 7.47
http 80 2.33
ftp 20,21 1.04
smtp 25 0.85
opennap 6699 0.51
ssh 22 0.24

Table 6.4. Traffic volumes per application

Application Port(s) %Flow

http 80,8080 25.17
edonkey 4661,4662,4665,4672 18.08
kazaa 1214 3.18
dns 53 2.95
irc 6665-6669 1.45
gnutella 6346 0.53
smtp 25 0.50
ftp 20,21 0.14
ssh 22 0.01

Table 6.5. Traffic flows per application



122 Chapter 6. NAROS : IPv6 Multihoming with Traffic Engineering

nprobe -s 30 -d 30 -t 30 -w 262144

The traffic trace contains origin, destination, port, protocol, size, and timing
informations of about 322 million packets forming more than 17.5 million flows.
The total amount of volume captured is about 200 GB (18.8 Mb/s in average).
The average flow lifetime is 12 seconds. A summary of the traffic characteristics
is shown in Table 6.3. Figure 6.7 shows the evolution of the traffic load during the
day. Due to technical reasons, the traffic was disturbed between 11am and 12am.
The trace contains a large amount of HTTP and peer-to-peer traffic. A summary
is shown in Table 6.4 and Table 6.5.

6.4.2 Evaluation Results

The first performance parameter to consider is the size of the NAROS cache
maintained by the hosts. We evaluate the impact of the prefix length used in
the NAROS responses on the cache size of the hosts. For example, if a host
requests a NAROS hint for destination 1.2.3.4, the NAROS server may reply
with a /24 prefix, meaning that the parameters are valid for all addresses inside
prefix 1.2.3.0/24. It may also extract the corresponding prefix from a BGP table.
In this case, the prefix length is variable because it depends on the most specific
matching prefix found in the BGP table for this destination address.

Figure 6.8 shows on a log-log scale p1(x) : the percentage of hosts having a
maximum cache size greater than x. For instance, it shows that if we use /24
prefixes as in the example, the cache size remains below 100 entries during the
whole day for more than 90% of the hosts. We used a lifetime of 300s. The
hosts which present the largest cache size were found to be either compromised
machines sending lots of probes or very active peer-to-peer clients.

In Figure 6.9, the impact of the lifetime on the cache size is evaluated. Un-
surprisingly, it shows that the use of lower lifetimes yields to smaller cache sizes.
A consequence of Figure 6.8 and Figure 6.9 is that small prefix lengths and low
lifetime contribute to small cache sizes. A value of 300s seems appropriate for the
site studied.

We also evaluate the impact of the lifetime on the cache performance. A good
cache performance is necessary to limit the number of NAROS requests that a
host issues. Figure 6.10 evaluates the percentage of cache hits versus the lifetime
in seconds. As expected, it shows that the cache hit ratio is higher when longer
lifetime or less specific prefixes are used. However, for the trace studied, we get
no significant improvement by using lifetimes longer than about 300 seconds. We
can also observe that the lifetime has little impact on the cache hit ratio when
/8, /16 or BGP prefixes are used.

A second element to consider is the server load. Figure 6.11 shows on a log-log
scale p2(x) : the percentage of hosts issuing a number of NAROS requests greater
than x, during the whole day. We use here a lifetime of 300s and simulate various
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Figure 6.8. NAROS Cache size for a lifetime of 300s and various prefix
lengths
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Figure 6.11. Number of requests per host during one day, for various pre-
fixes and a lifetime of 300s
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Figure 6.12. Server load using BGP prefixes and a lifetime of 300s
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prefix lengths. Figure 6.11 shows that when BGP prefixes are used, 90% of the
hosts issue less than about 300 requests during the whole day. The resulting server
load is illustrated in Figure 6.12. This load is proportional to the number of hosts.
It essentially follows the traffic load. The load average is about 35 requests per
second, which is still reasonable. In comparison, this is no more than the number
of DNS requests coming from the Internet and addressed to the site studied. The
bandwidth overhead of the NAROS approach is estimated to about 0.35%.

In Figure 6.13, we evaluate the number of NAROS requests per host during the
day, for various lifetime values. As expected, the figure shows that the number of
requests per host diminishes when the lifetime increases. This is most noticeable
for hosts that issue a large number of requests. Figure 6.14 shows the impact of
the lifetime value on the average NAROS server load. The figure shows that the
load diminishes quickly as the lifetime increases. It also shows that there is no
significant improvement from using lifetimes longer than about 300 seconds.
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Figure 6.14. Impact of the response lifetime on the average server load,
using BGP prefixes

We now compare the performance of the NAROS load-balancing mechanism
with the best widely used load-balancing mechanism that preserves packet order-
ing, i.e. CRC16 [42]. We focus on the common case of balancing the load between
two links of the same capacity. For the NAROS load-balancing, we use a simple
round-robin approach, i.e. a new flow is alternatively assigned to the first and the
second links. CRC16 is a direct hashing-based scheme for load-balancing where
the traffic splitter uses the 16-bit Cyclic Redundant Checksum (CRC) algorithm
as a hash function to determine the outgoing link for every packet. The index
of the outgoing link is given by the 16-bit CRC checksum of the tuple (source
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IP, destination IP, source port, destination port, protocol number), modulo the
number of links. CRC16 is often used on parallel links from the same router.

We measure the performance of the load-balancing by looking at the deviation
from an even traffic load between the two links. Let load1 and load2 be respectively
the traffic load of the first and the second link. We define the deviation as a number
in [−1, 1] computed as (load1 − load2)/(load1 + load2). A null deviation means
that the traffic is balanced, while a deviation of 1 or -1 means that all the traffic
flows respectively through the first or the second link.

Figure 6.15 compares the deviation in percent of the NAROS and CRC16
load-balancing. For NAROS, we use BGP prefixes and a lifetime of 300s. The
sum of all deviations obtained for the NAROS curve equals 23.38, while this
number equals 23.40 for the CRC16 curve. This shows that, for this traffic trace,
the NAROS solution is able to provide a load-balancing mechanism with simi-
lar performance as a widely used static load-balancing mechanism. Figure 6.16
compares the NAROS load-balancing quality for a lifetime of 1s and a lifetime of
1800s. When comparing the sums of the deviations of the the two curves, it ap-
pears that the quality of the load-balancing is only slightly better when a lifetime
of 1s is used, at the expense of a higher server load. From Figure 6.16 and Figure
6.15, it appears that the use of a lifetime of 1s does not yield to better load-
balancing performance than the use of a lifetime of 300s. Hence, for this traffic
trace, the lifetime parameter has few impact on the quality of the load-balancing.
Simulations should be performed on other traffic traces to confirm these results.

6.4.3 Impact of the Trace Collection Method on the NAROS

Evaluation

The method used to collect the trace has a non-negligible impact on the perfor-
mance evaluation. This is analysed in this section.

Due to memory limitations, flows active for more than 30 seconds are consid-
ered expired, regardless of the flow duration. Hence, the collected flows are never
longer than 30 seconds, and are shorter and more frequent than in reality. Thus,
the number of NAROS requests and the NAROS server load are greater than
they should be. This factor, together with the fact that no filter is applied on the
traffic, suggests that our evaluation of the server load and the number of request
is a worst case evaluation.

The number of cache entries is not affected since the cache entry of a flow is
updated at every NAROS request for this flow. So, the entry remains in the cache
until the real flow expires.

The NAROS cache hit ratio is variously affected by this factor. When the
NAROS lifetime is shorter than 30 seconds, a cache miss happens every 30 seconds
since the cache entry expired. In this case, the evaluation of the cache hit ratio
is pessimistic. If the lifetime is longer than 30 seconds, a cache hit happens each
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Figure 6.15. NAROS and CRC16 load balancing comparison
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30 seconds since the cache entry is still valid. Here, the evaluation of the cache
hit ratio is optimistic.

However, all these impacts are reduced by the small number of long flows :
only 12% of the flows are longer than 30 seconds.

6.5 Summary and Conclusion

In this chapter, we have shown that a solution exists to perform complex traf-
fic engineering in Host-Centric IPv6 multihomed sites. The proposed solution
is named NAROS. When a host in the multihomed site initiates a communica-
tion with a remote host, it contacts its NAROS server to determine the best
IPv6 source address to use. By selecting the source address, the NAROS service
can control how the locally initiated flows are distributed over the links with
the providers. It thereby provides an inbound and outbound traffic engineering
mechanism, without transmitting any BGP advertisement, and without affect-
ing the interdomain BGP routing tables. The NAROS server does not maintain
any per-host state, and can easily be deployed as an anycast service inside each
site, which allows this service to scale. It can be set up independently from the
providers, and the overhead induced by the NAROS service is very low, espe-
cially if the NAROS service and the DNS are coupled. This coupling of NAROS
and DNS could also enable extended traffic engineering capabilities, and may be
the preferred architecture for many sites. Changes are limited to hosts inside the
multihomed site. Legacy hosts are still able to work, but their flows cannot be
driven by the NAROS service.

We have evaluated the performance of the NAROS server on a real traffic,
and have shown that the load on the NAROS server is reasonable and that,
when used to load-balance the locally initiated traffic between two providers,
the NAROS server obtains similar performance as classical CRC-16 based load-
balancing mechanisms. Further simulations, using other traffic traces, should be
performed to confirm these performance results.



Chapter 7

Scalable Route Selection
for IPv6 Multihomed Sites

7.1 Introduction

Chapter 5 has shown that the use of multiple PA prefixes increases the number
of interdomain paths available between IPv6 multihomed sites. NAROS was pre-
sented in Chapter 6 as a mechanism to enable Host-Centric IPv6 multihomed sites
to control the selection of the interdomain path. The remaining issue studied in
this chapter is which interdomain path to select, knowing that some interdomain
paths provide much lower delays than others.

Let us consider two stub ASes, that have respectively m and n providers,
and that use multiple prefixes to get multihomed in IPv6. The total number of
interdomain paths between these two ASes is typically m × n, i.e. many more
than when traditional multihoming is used. Chapter 5 has shown that, among
the newly available paths, some offer lower delays. Since the number of providers
today ranges from 2 to more than 20, the number of paths available between two
stub ASes is often higher than or equal to 4. AS a consequence, the selection of
the best path may become more difficult.

This chapter focuses on how to identify low delay paths, in order to better
exploit the path diversity leveraged by the use of Host-Centric IPv6 multihoming.
The end-to-end delay is a major component of the performance of a path since
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it reflects its length and bandwidth. Choosing paths that offer low delays is an
important traffic engineering goal [7, 27, 48], in particular for many interactive
and real-time applications.

One approach to identify the path with the lowest delay is to probe all avail-
able paths. However, measuring adequately the delay of a path typically requires
many probes, distributed over time [8]. For example, Resilient Overlay Network
(RON) uses at least 10 probes to estimate the latency of a path, with 14 seconds
in average between two consecutive probes [9]. Besides the high measurement
overhead imposed, the cost of probing all available paths to identify the one with
the lowest delay will probably outweigh the benefit of an intelligent choice. This is
particularly evident when sites use Host-Centric IPv6 multihoming. In this case,
many interdomain paths exists between two multihomed sites, much more than
when IPv4 multihoming is used. For instance, suppose that a multihomed site has
about 2.5 providers on average. If each multihomed site has a significant amount
of traffic towards 1000 other multihomed sites, then the average number of paths
to probe is 1000 × (2.5)2 = 6250 for each site.

The questions that we try to answer in this chapter are :

How to identify the interdomain paths with the “best quality” ?

Is it possible to identify the low delay paths for a given destination, without
prior communication with this destination ?

Can we do that for any destination node in a scalable way, i.e. without
actively probing all paths ?

Can we provide informations about the quality of paths without adding QoS
attributes to BGP ?

We propose to use a network coordinate system as a scalable an efficient way
to help hosts in selecting, for each pair of source and destination hosts, the IPv6
addresses that will lead to a low delay path. Our goal is to avoid all paths with
really bad delays, and to use the path with the lowest delay as much as possible.
Relying on RTT measurements from the RIPE NCC data set, our experiments
show that, using synthetic coordinates, all paths with really bad delays can be
avoided. Moreover, we are able to select paths with a delay at most 20% worse
than the lowest delay for more than 85% of the pairs of multihomed sites. A
second contribution is SVivaldi, an improved version of the Vivaldi distributed
algorithm for computing synthetic coordinates. We show that SVivaldi produces
more accurate coordinates, and is able to stabilise Vivaldi’s coordinates. This
work has been published in [70].

This chapter is organised as follows. In section 7.2, we explain how synthetic
coordinates can help hosts in IPv6 multihomed sites to select their best paths
towards a destination host. We next present and improve a distributed algorithm
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that computes these coordinates in a scalable way. Next, in section 7.4, we eval-
uate the quality of the route selection. Finally, the related work is presented in
section 7.6.

7.2 Identifying Low Delay Paths by Using Network

Coordinate Systems

Synthetic coordinate systems have been originally developed to allow an Internet
host to predict the round-trip delays to other hosts, without having to contact
them first [141, 142, 157, 55]. Each host computes its synthetic coordinates in
some coordinate space such that the distance between the synthetic coordinates
of two hosts predicts the RTT between them. For example, if two hosts have
coordinates x and y respectively in the coordinate space, the distance ‖x − y‖
is a predictor of the RTT between them. One unit of distance in the coordinate
space corresponds to a RTT of one millisecond.

As explained in Chapter 6, section 6.2, IPv6 hosts currently arbitrarily choose
between two or more global-scope IPv6 source and destination addresses. The ad-
dress selection algorithm specifies that the pair of (source, destination) addresses
with the longest matching prefix must be preferred [73]. This pair of addresses
entirely determines the interdomain path used. The selection of the interdomain
path is thus arbitrary, unless hosts have some clue on how to select the pair of
source and destination addresses.

We propose that hosts in IPv6 multihomed sites base their source and des-
tination IPv6 address selection on the predicted delays provided by synthetic
coordinates. The selection of those addresses is made once at the start of a flow
(e.g. TCP connection) between two hosts. When the addresses are selected, they
do not change during the connection to avoid packet re-ordering.

Each host can compute its own coordinates, for every assigned IPv6 address.
We propose that the hosts dynamically update their DNS server when their co-
ordinates change. DNS extensions can be used to allow hosts to securely update
their DNS records [210, 79, 208]. In most cases however, hosts within a single
IPv6 prefix should have approximately the same coordinates. The coordinates of
a prefix should thus be a good estimate of the coordinates of any host within
this prefix. In such cases, we propose that the DNS server of the site computes
the coordinates of its few assigned prefixes, and publishes them in the Domain
Name System. If a site specifies the coordinates of a network or subnet, it is
not required to specify the coordinates for each individual host. For example, a
computer lab with 24 workstations, all of which are on the same subnet and in
basically the same location, would only need a single coordinate for the subnet.
However, if the location of the Web server must be more precisely estimated, a
separate coordinate for it can be placed in the DNS.
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The synthetic coordinates can be advertised using a new DNS Resource Record
(RR), with mnemonic SLOC. This resource record is detailed in Appendix B, and
we provide an implementation of the SLOC RR at [60], for the ISC BIND 9.3.0
DNS server [115]. The creation of a new resource record instead of using the TXT
resource record is the recommended way to store new data in the DNS [81]. In
practice, the SLOC resource record can be associated directly with the domain
name of a host, so that the coordinates and the domain name of a host can be
provided together in a single DNS response message.

Figure 7.1 illustrates two dual-homed IPv6 sites. The DNS server in AS 65001
has computed coordinates (15, 25) and (21, 30) for its prefixes 2001:10:1::/48

and 2001:20:1::/48 respectively, while the DNS server in AS 65002 has com-
puted coordinates (5, 12) and (2, 16) for its prefixes 2001:30:1::/48 and 2001:

40:1::/48 respectively. Note that we could use other coordinate spaces than the
2-dimensional Euclidean one, for instance 3-dimensional Euclidean or Spherical
coordinates.

In order to predict the lowest delay path towards a host Y in AS 65002, a
host X in AS 65001 first issues a DNS request for the addresses and coordinates
of Y . For example in Figure 7.1, Host X will receive coordinates (5, 12) and
(2, 16) associated with addresses 2001:30:1::y and 2001:40:1::y respectively.
Next, Host X uses those coordinates together with the coordinates of its own
addresses to compute the predicted RTT for all possible couples of (source, des-
tination) addresses. In the example, Host X will compute the predicted RTT for
four AS paths. These paths and their corresponding RTT predictions are shown
in Table 7.1 1. In this example, the path with the lowest delay is obtained by
using addresses 2001:10:1::x and 2001:40:1::y, with an estimated RTT of
‖(15, 25) − (2, 16)‖ = 15.8ms.

The best path can thus be predicted using a single DNS request, instead
of performing four series of delay measurements, each involving several probes.
Moreover, the coordinates should not change frequently. They can be cached in
the DNS resolvers, further reducing the cost associated to the prediction of the
best path. In the previous example, each host determines by itself the destina-
tion address to use. Another option is that the DNS server makes this choice on
behalf of the host. For instance by removing from the DNS response message the
destination addresses that lead to low quality paths.

The accuracy of the predicted delays depends on the synthetic coordinates
computed for each node. Any algorithm like GNP[141], NPS [142], BBS [181]
[182], Vivaldi [55], Virtual Landmarks [191], or Lighthouse [157] can be used
to assign these synthetic coordinates to hosts. In this chapter, we evaluate the

1Note that the distance between prefixes 2001:10:1::/48 and 2001:20:1::/48 is not null
because it corresponds to the delay of the path going through AS 10 and AS 20
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DNS

AS 65001 AS 65002

DNS

AS 10

AS 20 AS 40

2001:10::/32

2001:10:1::/48

Host X Host Y
2001:10:1::x 2001:30:1::y
2001:20:1::x 2001:40:1::y

2001:30:1::/48
  pos=(15,25)   pos=(5,12)
2001:20:1::/48 2001:40:1::/48
  pos=(21,30)   pos=(2,16)

2001:20::/32 2001:40::/32

AS 30
2001:30::/32

INTERNET

Figure 7.1. Both dual-homed IPv6 sites have computed the coordinates
associated to their prefixes. Those coordinates are published using the
DNS.

Source Prefix Dest. Prefix AS Path Estimated Distance
2001:10:1::/48 2001:30:1::/48 10 → 30 ‖(15, 25)− (5, 12)‖ = 16.4ms
2001:20:1::/48 2001:30:1::/48 20 → 30 ‖(21, 30)− (5, 12)‖ = 24.1ms
2001:10:1::/48 2001:40:1::/48 10 → 40 ‖(15, 25)− (2, 16)‖ = 15.8ms
2001:20:1::/48 2001:40:1::/48 20 → 40 ‖(21, 30)− (2, 16)‖ = 23.6ms
2001:10:1::/48 2001:20:1::/48 10 → 20 ‖(15, 25)− (21, 30)‖ = 7.8ms
2001:30:1::/48 2001:40:1::/48 30 → 40 ‖(5, 12)− (2, 16)‖ = 5ms

Table 7.1. RTTs estimated by coordinates
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use of the Vivaldi decentralised network coordinate system, because it has the
advantages of being simpler and fully decentralised.

7.3 Computing Stable Synthetic Coordinates

Vivaldi is a light-weight, adaptative and fully distributed algorithm for computing
synthetic coordinates for Internet nodes. It does not require any fixed infrastruc-
ture and can compute coordinates for itself after collecting latency information
from only a few other nodes. This number of nodes is constant and does not
depend on the total number of nodes. For instance, a node sends probes to a few
tens of distant nodes. Based on these delay measurements, the node can compute
its own coordinates. The main interest of the coordinate system is that the Eu-
clidean distance between the coordinates of two nodes is a good prediction of the
round-trip-time between the two nodes in the Internet.

Furthermore, the use of coordinates to estimate delays between nodes has a
much lower overhead than active probing. Assume a network with n nodes, where
each node wants to know its end-to-end delay with any other node in the network.
When active probing is used, each node must probe n − 1 other paths. In this
case, a total of n × (n − 1) paths are probed, which is in O(n2). Instead, when
using synthetic coordinates, each node needs only to probe a constant number c
of neighbours to compute its coordinates. In this case, a total of c × n paths are
probed, which is in O(n).

7.3.1 The Simple and Adaptative Vivaldi Algorithms

Conceptually, Vivaldi places a spring between each pair of nodes (i, j) with a rest
length set to the known RTT [55]. The current length of the spring is considered
to be the distance between the nodes in the coordinate space. Vivaldi minimises
the spring energy in the system by simulating the movements of nodes under the
spring forces.

Alg. 1 shows the pseudo-code for the simple Vivaldi algorithm, as originally
described [55]. Initially, all nodes starts from the same location. To separate
them, Vivaldi defines u(0) as a unit-length vector in a randomly chosen direction.
When a node i with coordinates ~xi measures a RTT of rttij towards node j with
coordinates ~xj, it updates its coordinates using the following rule :

~xi = ~xi + δ × (rttij − ‖~xi − ~xj‖) × ~u(xi − xj)

where the scalar quantity (rttij − ‖~xi − ~xj‖) is viewed as the displacement of
the spring from the rest, and the unit vector ~u(xi − xj) gives the direction of the
force on node i. In other words, node i will move towards or away from node j
based on the magnitude of the error, and on a constant time step δ.
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Algorithm 1. The Simple Vivaldi algorithm

// Node j has been measured to be rtt ms away,
// and Node j says it has coordinates ~xj .
// Constant δ is a tuning parameter.
simple vivaldi(rtt, ~xj)
{

// Compute error of this sample. (1)
e = rtt − ‖~xi − ~xj‖

// Find the direction of the force the error is causing. (2)

dir = ~u(xi − xj) =
(~xi−~xj)
‖~xi−~xj‖

// The force vector is proportional to the error. (3)
~f = ~dir × e

// Move a small step in the direction of the force. (4)

~xi = ~xi + δ × ~f
}

The rate of convergence of the simple Vivaldi algorithm is governed by this
δ time step. Large δ values allow the nodes to adapt quickly their coordinates,
but cause oscillations and failures to converge to useful coordinates. In order to
both obtain fast convergence and to avoid oscillations, it is suggested to vary δ
depending on how certain the node is about its coordinates [55]. The proposed
adaptative time step δ is computed as :

δ = cc ×
local error

local error + remote error
(7.1)

where the constant cc is a tuning parameter.

Using this δ, an accurate node that samples an inaccurate node will not move
much, an inaccurate node that samples an accurate node will move a lot, and two
nodes of similar accuracy will move towards each other by the same distance.

Algorithm 2 shows the pseudo-code for the adaptative Vivaldi algorithm, as
described in [55]. The Vivaldi procedure uses each RTT sample to update the
coordinates of a node. The weight w of a sample is based on the ratio between
the local and the remote error estimates (line 1). The algorithm tracks the local
relative error by using a weighted moving average (lines 2 and 3). The coordinates
are updated by moving a small step towards the position that best reflects the
RTT measured. The amplitude of the move depends on the weight of the sample,
and on the difference between the measured RTT and the predicted RTT (lines
4 and 5).
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Algorithm 2. The Adaptative Vivaldi algorithm

// Node j has been measured to be rtt ms away, has coordinate ~xj ,
// and an error estimate of ej .
//
// Our own coordinates and error estimate are ~xi and ei.
//
// The constants ce and cc are tuning parameters.
adaptative vivaldi(rtt, ~xj , ej)
{

// Sample weight balances local and remote error. (1)
w = ei/(ei + ej)

// Compute relative error of this sample. (2)
es = |‖~xi − ~xj‖ − rtt| /rtt

// Update weighted moving average of local error. (3)
ei = es × ce × w + ei × (1 − ce × w)

// Update local coordinates, with the adaptative δ. (4) (5)
δ = cc × w

~xi = ~xi + δ × (rtt − ‖~xi − ~xj‖) ×
(~xi−~xj)
‖~xi−~xj‖

}

7.3.2 Vivaldi’s Unstable Coordinates

The adaptative Vivaldi algorithm quickly converges towards a solution when la-
tencies satisfy the triangle inequality, which states that the distance directly be-
tween two nodes a and c must be less than or equal to the distance along any
path going through an intermediate node b. Unfortunately, in the Internet, the
latencies sometimes violate this inequality, due for example to policy-based rout-
ing with BGP. In such cases, we will show that the nodes may never converge
towards stable coordinates, if the original Vivaldi algorithm is used.

In order to illustrate this phenomenon, we simulate the Vivaldi algorithm
using RTT measurements collected from 58 active test boxes from the RIPE
NCC Test Traffic Measurements Service. The RIPE measurement configuration
is described in [87]. The test boxes are scattered over Europe and a few are
located in the US, Australia, New Zealand and Japan. Every test box is equipped
with a GPS clock so that the one-way delays between each pair of boxes can
be measured accurately (within 10µs). Every day, more than 2000 probes are
performed for each test box pair. The interval between two consecutive probes
is randomised according to a Poisson distribution, as recommended in [8]. The
measurements also include packet losses, path information, bandwidth and delay
variations. They are regularly used by ISPs and in the literature. In this work,
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we use only the RTTs computed as the sum of the two one-way delays, between
every pair of test boxes. In this simulation, 2-dimensional Euclidean coordinates
are used for the sake of simplicity. As in [55], the Vivaldi simulations are driven
by a matrix of inter-host Internet RTTs. Vivaldi computes coordinates using a
subset of the RTTs, and the full matrix is needed to evaluate the quality of the
predictions made by using those coordinates.

Figure 7.2 shows the evolution of the coordinates chosen by Vivaldi for the
nodes of the RIPE data set. The figure shows that all the nodes constantly update
their coordinates, making the whole system to shift slowly. While the relative
distances between individual nodes remain approximately stable, the set of nodes
as a whole is moving and rotating slowly.

Figure 7.2. Evolution of the Vivaldi coordinates of the RIPE nodes

This phenomenon occurs even with a small system composed of only three
nodes that violate the triangle inequality. Such a system is illustrated on top of
Figure 7.3. The algorithm that computes synthetic coordinates should minimise
the sum of prediction errors for all nodes, i.e. either

L1 =
∑

i

∑

j

|rttij − ‖~xi − ~xj‖|

or

L2 =
∑

i

∑

j

(rttij − ‖~xi − ~xj‖)
2
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An optimal analytical solution for the illustrated example can be computed
easily if we use the analogy with a spring system. With such system in mind, when
all nodes have reached a stable position, node b will be attracted by both nodes a
and c, while nodes a and c will repulse each other. Hence, we can assume that the
stable position of node b will certainly stand on the line segment between nodes
a and c. In this case, the problem is reduced to the computation of positions xb

and xc in the system given on Figure 7.3, where the position of node a is fixed to
0.

Figure 7.3. The RTTs between nodes a, b and c violate the triangle inequal-
ity (top). The optimal solution for the system can be computed easily if
we observe that node b will stand on the line segment between nodes a

and c (bottom).

The xb and xc coordinates must minimise L2, the sum of prediction errors,
i.e. xb and xc must minimise :

f(xb, xc) = (xb − 1)2 + ((xc − xb) − 2)2 + (xc − 5)2

The solutions for xb and xc are given by computing the roots of the partial
derivative functions in xb and xc :

{

∂f
∂xb

= 2(xb − 1) − 2((xc − xb) − 2) = 0
∂f
∂xc

= 2((xc − xb) − 2) + 2(xc − 5) = 0

⇔

{

xc = 2xb + 1
xb = 2xc − 7

⇔

{

xc = 13/3
xb = 5/3

Hence the optimal solution is when nodes a, b and c are aligned, and when the
distances (a, b), (b, c) and (a, c) are respectively 5/3, 8/3 and 13/3, as depicted in
Figure 7.4. In this case, L1 equals 4 and L2 equals 8/3, i.e. 2.66.
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Figure 7.4. Optimal distances between the three nodes
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Figure 7.5. Evolution against time of the global errors L1 and L2, together
with the local error estimation of node a, for the Vivaldi algorithm

Figure 7.5 shows the evolution against time of the global errors L1 and L2,
together with the evolution of the local error es (Algorithm 2, line 2) estimated by
node a. We can observe that the Vivaldi algorithm quickly finds coordinates that
minimise error L1, but fails to produce coordinates that minimise the global error
L2. The figure shows that the global error L2 first reaches the optimum, but next
rises and stabilises around a value slightly above 3, while the optimum is 2.66.
We can observe that the global error L2 starts moving away from the optimum
when the local error estimated by node a passes under its optimum value (0.66),
as illustrated by the vertical dotted line in Figure 7.5.

Worse, the global error L2 oscillates between two values, and Vivaldi fails to
provide stable coordinates for the nodes, as illustrated by Figure 7.6. This figure
shows that the tree nodes move along a line, never reaching stable coordinates.
An animation of the system is available at [62].

This behaviour can be explained by looking at how the nodes update their
coordinates. Figure 7.7 illustrates again the system composed of the three nodes
a, b and c. Assume that the system has reached the optimum solution described in
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Figure 7.4. At step 1, node a measures its RTT with node b. Since the measured
RTT is 1ms and the current distance between nodes a and b is 1.67, node a will
move one step towards node b, in order to minimise its local prediction error. At
step 2, node b probes node c. It observes that the measured RTT is 2ms while
the current distance is 2.67. Hence, node b will move one step towards node c, in
order to reduce its distance from c. Finally, at step 3, node c measures a 5ms RTT
with node a. Since the distance between their coordinates is only 4.33, node c will
move a step away from node a, in order to increase its distance with node a. At
this point, the system is back to the initial situation, except that the three nodes
have all moved one step ∆ in the same direction. The evolution of the system on
a longer time scale is illustrated on Figure 7.6.

This example shows that the coordinates provided by the Vivaldi algorithm
can easily be unstable when latencies violate the triangle inequality, even if the
system is composed of very few nodes, and even if it has reached an optimum. It
shows that the violation of the triangle inequality is the cause of the coordinates
stability problem with the RIPE data set. Such behaviour is unacceptable in our
case since it would require that hosts constantly update the DNS with their new
coordinates.

7.3.3 SVivaldi : a Stable Vivaldi Algorithm

In this chapter, we propose two modifications to the original Vivaldi algorithm.
The first is to improve the local error estimate, such that each node can compute
a better estimation of the accuracy of its coordinates. The second is to introduce a
new factor to prevent the system from oscillating indefinitely. The new algorithm
is presented in Algorithm 3.

A More Accurate Local Error Estimate

Our first modification is to use a more accurate local error estimate, in order
to improve the convergence of coordinates. In the adaptative Vivaldi, each node
maintains an estimate of the accuracy of its coordinates. The error estimates are
used by nodes to compute their adaptative time step δ, computed by Equation
7.1. This adaptative time step is used by a node to quickly converge when it is
still learning its rough place in the network, and to move slowly when it refines
its position. In the adaptative Vivaldi algorithm, a node estimates its local error
by maintaining a moving average of recent relative errors. At each step, the local
error estimate is modified so that it better matches the error for the node being
sampled (Algorithm 2, line 3). Consequently, the Vivaldi algorithm gives much
importance to the RTT measured with the last node. The prediction error depends
on the neighbour node considered, i.e. the distances of some nodes are better
predicted that the distances of other nodes. Thus, the local error estimate may
vary each time the node samples another neighbour. Those variations prevent the
node from having a stable and accurate local error estimate, which in turn can
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Figure 7.6. Evolution of the Vivaldi coordinates of the three nodes

Figure 7.7. Steps of the Vivaldi algorithm making the coordinates of the
three node diverge
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Algorithm 3. The SVivaldi algorithm

// Node j has been measured to be rttij ms away, has coordinate ~xj , and an
// error estimate of ej . Our own coordinates and error estimate are ~xi and ei.
//
// The set of our neighbours is Neighi. The set of the last rtt measured to
// our neighbours is RTTi.
//
// The constants ce, cc and cf are tuning parameters.
// The lossi factor is initialised to null for all nodes i.

svivaldi(rttij , ~xj , ej)
{

// Sample weight balances local and remote error. (1)
w = ei/(ei + ej)

// Cache the last rttij and update the set of neighbours. (2) (3)
RTTi[j] = rttij
if (j /∈ Neighi) then Neighi = Neighi ∪ {j}

// Compute local error estimate. It is computed as the mean of the
// differences between the predicted and the measured RTTs, over
// all our neighbours. (4)

ei =
P

j∈Neighi
|‖~xi−~xj‖−RTTi[j]|

#Neighi
× ce + ei × (1 − ce)

// Lose energy, i.e. update the loss factor. (5)
lossi = cf + (1 − cf ) ∗ lossi

// Update local coordinates. (6) (7)
δ = cc × w × (1 − lossi)

~xi = ~xi + δ × (rtt − ‖~xi − ~xj‖) ×
(~xi−~xj)
‖~xi−~xj‖

}



7.3. Computing Stable Synthetic Coordinates 143

sometimes prevent it to find an optimum solution, as illustrated by Figure 7.8
with the system composed of three nodes.
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Figure 7.8. Influence of the improved local error estimate on the global
error L2 for the system with three nodes

As a more accurate local error estimate we propose the mean of the absolute
differences between the predicted RTT for neighbour i and the actual RTT mea-
sured for this neighbour, for any neighbour i (Algorithm 3, line 4). In other words,
a node retains the last prediction error computed for each of its neighbour, and
computes the local error estimate as the average of those prediction errors. This
estimate only requires that a node retains the last RTT measured for each of its
neighbours (Algorithm 3, lines 2 and 3). This local error estimate gives the same
weight to each neighbour, in contrast with Vivaldi’s local error estimate where
the probe with the last node has a heavier weight.

Figure 7.8 compares the Vivaldi algorithm with and without the new local
error estimate. It illustrates the evolution against time of the global error L2, for
the system composed of three nodes. The figure shows that the newly proposed
local error estimate allows the Vivaldi algorithm to find better coordinates for
the nodes. In particular, it allows here to find coordinates that are very close to
the optimum solution. We will show in section 7.3.4 that this improved local error
estimate also allows us to find better coordinates for the nodes of the RIPE data
set.
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A Loss Factor

While a more accurate local error estimator improves the solution, we can notice
in Figure 7.8 that it still does not prevent the system from oscillating.

As said earlier, the Vivaldi algorithm simulates a physical spring between each
pair of nodes (i, j), with a rest length set to the measured rttij. When the triangle
inequality is not always staisfied, some of those springs can oscillate indefinitely
around their rest length, and make the whole system move. This behaviour was
previously explained in section 7.3.2.
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Figure 7.9. Evolution against time of the global errors L1 and L2, together
with the local error estimation of node a, for the SVivaldi algorithm (bot-
tom). Evolution against time of the loss factor for node a (top).

Our second modification to Vivaldi is to introduce a loss factor to allow these
springs to progressively rest in a local minimum (Algorithm 3, line 5). The loss
factor comes from the analogy with the springs. As the springs oscillate, some
energy is lost due to friction. The friction force slows the nodes down. It depends
on the normal force, i.e. the difference between the measured and predicted RTTs,
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and on a constant friction coefficient cf < 1. cf controls the quantity of energy
that is lost at each oscillation. The value cf is a tradeoff between accurate co-
ordinates and short convergence times. A high value for cf quickly stabilises the
coordinates but prevents the system from converging to accurate coordinates. A
low value for cf allows the system to find accurate coordinates at the price of a
longer convergence period. Our experiments show that a value of cf = 0.02 is a
good compromise, so we use it in our simulations. The loss factor (Algorithm 3,
line 5) is set to zero when the node starts to converge, and gradually grows to 1,
as illustrated by Figure 7.9 (top). Whenever a significant change is observed for
the measured RTT with a neighbour, the loss factor can be reset to zero in order
to let the node move again.

We now evaluate the accuracy of the coordinates provided by our improved
algorithm. Figure 7.9 (bottom) shows the evolution of the global errors L1 and
L2 of the system composed of three nodes. It also gives the local error estimate of
node a. The figure shows that the introduction of a loss factor allows the nodes to
converge to stable coordinates, and in this case, to reach the optimum solution.
We will show in the next section that this conclusion is also true for a larger
number of nodes.

A friction coefficient has already been used in another coordinate algorithm,
called Big-Bang simulation (BBS) [181]. Their authors have shown that the in-
troduction of friction allows their algorithm to find better coordinates. However,
their algorithm seems to require global knowledge of the system, and it is not
clear how to decentralise it.

Our new version of the Vivaldi algorithm, detailed in Algorithm 3, is called
SVivaldi throughout this chapter. This algorithm includes the improved local
error estimate, described in the previous section, and the loss factor.

7.3.4 Evaluation of SVivaldi

We evaluate in this section the stability and the accuracy of the coordinates pro-
vided by SVivaldi, and compare them with Vivaldi. The evaluation is performed
by simulating the two algorithms with the same data set. The simulations rely on
the full matrix of Internet RTTs between 59 nodes of the RIPE data set. Vivaldi
and SVivaldi use a subset of these RTTs, but the full matrix is used to evalu-
ate the accuracy of predictions made by using those coordinates. For the sake
of simplicity, 2-dimensional Euclidean coordinates are used in order to compare
the behaviours of the SVivaldi and Vivaldi algorithms. Section 7.4.1 will present
other coordinate spaces that can be used with those algorithms. Each node takes
measurements every second from another node, chosen uniformly at random in a
set of 20 neighbour nodes.
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Figure 7.10. Evolution against time of the global errors L1 and L2 for 2D
coordinates chosen by Vivaldi and SVivaldi

Figure 7.10 shows the evolution against time of the global errors L1 and L2
for the coordinates chosen by SVivaldi and Vivaldi. The figure shows that, when
the Vivaldi algorithm is used, nodes constantly update their coordinates, making
both global errors L1 and L2 oscillate around a constant value. Instead, the loss
factor of our improved SVivaldi algorithm allows the nodes to converge to stable
coordinates. In Figure 7.10, both errors L1 and L2 for SVivaldi progressively stop
oscillating. After about 30 minutes, the coordinates are practically stable for all
nodes. Additionally, Figure 7.10 suggests that the improved SVivaldi produces
slightly more accurate coordinates than the Vivaldi algorithm.

Figure 7.11 compares the cumulative distribution of relative prediction errors
for the 2-dimensional Euclidean coordinates chosen by Vivaldi and SVivaldi for
the nodes of the RIPE data set. As the coordinates provided by the algorithms
depend on the neighbours each node chooses, the figure shows the median dis-
tribution among 100 simulations with different sets of neighbours for each node.
The 5th and 95th percentiles are also indicated for SVivaldi. The percentiles for
the Vivaldi algorithm are similar but are not shown for graphical reasons.

Figure 7.11 shows that the relative error of the delays predicted by the use of
2-dimensional coordinates is less than 50% for more than 80% of pairs of nodes.
The figure shows that the SVivaldi algorithm produces more accurate coordinates
than the Vivaldi algorithm, at least for the RIPE data set. The improvement is
due to its improved local error estimator. In Figure 7.11, a non negligible fraction
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Figure 7.11. Cumulative distribution of prediction errors for 2D coordi-
nates chosen by Vivaldi and SVivaldi

of relative prediction errors are higher than 300%. These large relative errors
appears mostly for the prediction of small absolute delays, and the use of other
coordinate spaces with more dimensions can reduce those errors.

We have also verified that SVivaldi preserves Vivaldi’s ability to cope well
with large numbers of newly-joined nodes with inconsistent coordinates. Figure
7.12 illustrates SVivaldi’s robustness against high-error nodes. The simulation
is identical to the one used in [55]. It starts with 200 nodes that already know
coordinates that predict latency well. At t = 0, 200 new nodes are added to the
system. Figure 7.12 shows the evolution against time of the coordinates of the
nodes. It shows that the structure of the original nodes is preserved while new
nodes join, i.e. new high-error nodes do not significantly disturb old low-error
nodes.

7.4 Evaluation of the Quality of the Route Selection

We evaluate in this section how the use of the SVivaldi coordinate system can
help in the selection of the lowest delay path between two multihomed IPv6 sites.



148 Chapter 7. Scalable Route Selection for IPv6 Multihomed Sites

Figure 7.12. Evolution of a stable 200-node network after 200 new nodes
join, using the new SVivaldi algorithm

7.4.1 Coordinate Space

Vivaldi and SVivaldi can operate with any coordinate space by redefining the co-
ordinate substraction, vector norm, and scalar multiplication operations. Coordi-
nate spaces that were considered by Vivaldi’s authors are Euclidean coordinates,
spherical coordinates and an Euclidean coordinate augmented with a height.

In this evaluation, we used this last coordinate space, i.e. Euclidean coordi-
nates augmented with a height, as suggested by Vivaldi’s authors [55]. In the
height vector model, the usual vector operations are redefined as follows :

[x1, . . . , xn, xh] − [y1, . . . , yn, yh] = [x1 − y1, . . . , xn − yn, xh + yh]

‖[x, . . . , xn, xh]‖ =
√

x2
1 + . . . + x2

n + xh

α × [x1, . . . , xn, xh] = [αx1, . . . , αxn, αxh]

A packet sent from one node to another must first travel the source node’s
height, next travel in the Euclidean space, next travel the destination node’s
height. [55] has shown that so called height vectors perform better than both
2D and 3D Euclidean coordinates. Even more dimensions can be used to gain
precision, but with diminishing marginal gain. Liying and Crovella [191] have
shown that 6 or 7 dimensions are sufficient for accurate embedding of network
distances of several datasets in an Euclidean space.
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Another promising coordinate space is an hyperbolic space with an optimal
curvature. This space is used in the BBS algorithm [182], and appears to give
a better accuracy for the coordinates. Its usage by the SVivaldi algorithm is
reserved for further work.

7.4.2 Multihoming Simulation

IPv6 multihoming with multiple prefixes is not currently deployed in the Internet.
In order to simulate IPv6 multihoming, we follow a similar methodology to the
one used in [4, 126]. We emulate a multihoming site by selecting a few RIPE
nodes in the same metropolitan area, and use them collectively as a stand-in for
a multihomed network. This is illustrated by Figure 7.13, where two RIPE nodes
situated in Brussels but belonging to two different providers are used together to
emulate a single IPv6 dual-homed site situated in Brussels.

Figure 7.13. Emulation of an IPv6 multihomed site by grouping two nodes
in the same metropolitan area, but belonging to two different providers

This method actually models IPv6 multihoming where the provider-dependent
prefixes advertised by the virtual site are aggregated by its providers. In our data
set, a total of 13 multihomed sites are emulated by this method, a number similar
to the study of Akella et al. on multihoming [126]. In our study, 10 sites are dual-
homed, 1 is 3-homed, 1 is 4-homed and a last one has 8 providers. One multihomed
site is located in the US, one in Japan, and all the others in Europe. Unfortunately,
since the BGP routing tables of the RIPE test boxes are not available, we cannot
compare the SVivaldi path selection directly with the BGP path selection.

The conclusions discussed in the next sections are drawn only from simulations
with the RIPE dataset. These conclusions should be confirmed by simulations
using other datasets. There is however difficulties in obtaining datasets such as
the RIPE one, where precise measures of delays are available for a large number
of nodes and for several consecutive days.
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7.4.3 Simulation Results

In order to evaluate the quality of the paths selected by SVivaldi, we consider
every possible pair of multihomed sites. Since our data set consists in 13 emulated
multihomed sites, a total of 78 pairs are considered. Figure 7.14 illustrates a
pair of multihomed sites. For each pair, we first extract from the data set the
actual RTTs of every paths between them. Next, we compute the delays of those
paths, predicted by the SVivaldi coordinates. In Figure 7.14, the path (AS 10 →
AS 40) is selected as the best path because the predicted delay is the lowest one.
This path is called the selected path. However, due to the delay approximations
inherent to the use of coordinates, the selected path may not be the path with the
real lowest delay. For instance, in Figure 7.14, the actual best path is (AS 10 →
AS 30), instead of (AS 10 → AS 40). We evaluate here how often this phenomenon
happens, and how large is the difference between the delay of the selected path
and the lowest delay.

For each pair of multihomed sites, we draw a vertical bar. The upper end
of the bar indicates the actual delay of the worst path, while the lower end
indicates the actual delay of the best path, i.e. the lowest possible delay. Two
graduations are added on a bar. They indicate the actual delay (i.e. not the
estimated delay) of the path selected by SVivaldi, and the median delay among
the paths. For instance, in Figure 7.14, the actual delays of the best, worst and
selected path are respectively 16.0ms, 28ms and 16.2ms. The median delay is
given by (16.2ms +26.0ms)/2 = 21.1ms. The corresponding bar is illustrated on
the right part of Figure 7.14. Those bars are used in Figure 7.15 to estimate the
quality of the path selection for the emulated multihomed sites of the RIPE data
set.

Figure 7.15. shows the delay of the paths chosen by SVivaldi for each pair of
multihomed sites, sorted by increasing delay. The curve connects the graduations
of the actual delays of the selected paths. In this figure, we can first observe that
the delay of the worst paths can sometimes be several times larger than than
the delay of the best path. For instance, the 11th pair indicates a lowest delay
of about 20ms and a highest delay of more than 130ms. Fortunately, SVivaldi
selected the lowest delay path for this pair. Actually, in this data set, SVivaldi
never selects those really bad paths. For the large majority of multihomed pairs,
SVivaldi even manages to select almost the best path. When SVivaldi does not
select the best path, the difference between the delay of the selected path and the
lowest delay is not that large.

Figure 7.16 shows the relative difference between the delay of the best path
and the delay of the path selected by various path selection algorithms. Two
figures are presented for readability. They show f(x), the fraction of pairs of
multihomed sites where a relative difference lower than x is observed.
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(AS 10 → AS 30) ‖(15, 25) − (5, 12)‖ = 16.4ms 16.0ms Best Path
(AS 20 → AS 30) ‖(21, 30) − (5, 12)‖ = 24.1ms 28.0ms Worst Path
(AS 10 → AS 40) ‖(15, 25) − (2, 16)‖ = 15.8ms 16.2ms Selected Path
(AS 20 → AS 40) ‖(21, 30) − (2, 16)‖ = 23.6ms 26.0ms

Figure 7.14. Comparing the RTTs of the predicted and actual lowest delay paths between AS 65001 and AS 65002



152 Chapter 7. Scalable Route Selection for IPv6 Multihomed Sites

 0

 50

 100

 150

 200

 250

 300

 350

 400

 450

 0  10  20  30  40  50  60  70  80

D
el

ay
 [m

s]

Pair of multihomed sites

Best, median, worst
Best path according to SVivaldi

Figure 7.15. Delay of the path chosen by SVivaldi for each pair of multi-
homed sites, in the RIPE data set

In the upper figure, the SVivaldi path selection is compared with the mean,
median and worst delays. The figure shows that SVivaldi allows us to find the
absolute best path for about 40% of pairs of multihomed sites, and selects a
path with a delay at most 20% worse than the best delay for more than 85% of
those pairs. It should be noted that in IDMaps [84], a path selection is considered
correct as long as the delay of the selected path is within a factor of 2 times the
delay of the best path. Following this criterion, SVivaldi practically never selects
a wrong path, at least for this dataset. The upper figure also confirms that large
differences are not uncommon between the delays of the best and worst paths.
The figure shows that the delay of the worst path is more than twice the delay
of the best path for about 25% of pairs of IPv6 multihomed sites.

In the lower figure, the SVivaldi path selection is compared with a random
path selection, and with the Vivaldi path selection. Since the BGP path lengths
are not correlated with their delays [102], we may consider that a random path
selection may approximate the BGP path selection. The figure shows that, in
contrast with SVivaldi, a random selection of path does not avoid the selection of
very high delay paths. For 8% of pairs, the random path selection provides a path
with a delay more than 100% larger than the delay of the best path, while this
percentage is nearly null when SVivaldi is used. The lower figure also compares
the SVivaldi and Vivaldi path selections. It shows that SVivaldi better selects the
lowest delay paths, although the main advantage in our case is that SVivaldi’s
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Figure 7.16. Cumulative distribution of the relative difference between the
delay of the best path and the delay of the path selected by SVivaldi
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coordinates are stable.

In summary, Figure 7.16 confirms that, for the RIPE dataset studied, SVivaldi
successfully manages to avoid really bad paths, i.e. paths where the delay is more
than twice the lowest delay. According those figures, these bad paths are not
unusual. Finally, we can observe again that, beside producing stable coordinates,
the use of SVivaldi also produces slightly lower relative errors than the use of
Vivaldi.

7.5 Coupling NAROS and the Use of Network Coor-

dinates

The NAROS solution presented in Chapter 6 and the use of coordinates to select
the lowest delay path are two solutions that can be used independently from
each other. However, it could be useful to combine them to constitute a more
comprehensive service. This is illustrated in Figure 7.17.

Figure 7.17. Coupling the NAROS service with the use of coordinates

In this figure, the NAROS server is coupled with the DNS. Coordinates are
assigned to the two prefixes 2001:10:1::/48 and 2001:20:1::/48 of the multi-
homed sites. These coordinates are computed by the NAROS+DNS server, and
stored in the DNS. All hosts inside the multihomed site share these coordinates,
and do not have to compute them. When a host X wants to initiate a connection
with another host Y in the Internet, it issues a NAROS+DNS request for the re-
mote host Y. Host X sends this request to its local NAROS+DNS server. When
receiving the request, the NAROS+DNS server retrieves the addresses of Host
Y, and uses the synthetic coordinates to select the pair of source and destination
addresses that yield the lowest delay path. This information is finally transmitted
to Host X using a NAROS+DNS response message.
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7.6 Related Work

Other solutions have been proposed to perform intelligent route selection. A Re-
silient Overlay Network (RON) [9] is an application-layer overlay on top of the
existing Internet. It aims at detecting and recovering from path outages and peri-
ods of degraded performance. RON nodes regularly monitor the quality of paths
to each other, and use this information to dynamically select between the direct
path and an indirect path via other RON nodes. However, it has been shown
that the use of overlays is not necessary to achieve good end-to-end resilience
and performance [126]. Moreover, traffic in overlays can circumvent BGP routing
policies, which can be problematic. Our utilisation of coordinate systems to select
the routes relies on the existing BGP routes, and does not circumvent the BGP’s
policy-driven routing. Moreover, the use of coordinates is more scalable and does
not impose the costs associated to overlays.

Several vendors also enable route selection [7, 27, 48]. However, these solu-
tions rely on actively probing popular nodes. In an IPv6 multihoming environ-
ment, these solutions will have to cope with the multiplication of paths available,
and their pressure imposed on the network infrastructure will increase. More-
over, those solutions cannot help for prefixes for which they do not have active
measurements.

The King method [91] is a tool that predicts Internet RTTs between arbitrary
end-hosts by using recursive DNS queries. Unlike the use of coordinates, King
would need to probe all available paths in order to identify the one with the
lowest delay.

7.7 Conclusion

With IPv6, the use of multiple prefixes increases the number of paths available
to a multihomed site. Selecting the path with the lowest delay is important for
many interactive and real-time applications.

The first contribution in this chapter is to propose the use of a network coor-
dinate system as an efficient and scalable way to help IPv6 hosts in selecting the
best source and destination IPv6 addresses that will lead to the use of the lowest
delay path. Our observations have shown that the use of synthetic coordinates is
a scalable way to select good paths and to avoid all really bad paths, i.e. paths
where the delay is more than twice the lowest delay. Our experiments with the
RIPE data set have shown that we are able to select paths with a delay at most
20% worse than the lowest delay for more than 85% of the pairs of multihomed
sites. Further simulations, with other datasets, should be performed to confirm
this finding.
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The second contribution is SVivaldi, an improved version of the Vivaldi dis-
tributed algorithm for computing synthetic coordinates. Vivaldi suffers from co-
ordinate stability problems. We have shown that the addition of a loss factor to
the Vivaldi algorithm stabilises the coordinates. Moreover, our observations have
shown that our proposed local error estimate allows the nodes to compute more
accurate coordinates. SVivaldi is completely distributed and requires no infras-
tructure. It only requires that a multihomed site maintains its coordinates by
measuring its RTTs with a small number of other multihomed sites.



Chapter 8

Conclusion

In this concluding chapter, we first summarise in section 8.1 the main contribu-
tions of this thesis. In section 8.2 we envision the future of traffic engineering
mechanisms in IPv6 multihomed sites. In particular, we discuss some questions
and challenges that remain. Finally, in section 8.3, we conlude this thesis by
presenting possible further works.

8.1 Contributions

For reliability and performance reasons, more and more Internet service providers
and corporate networks are multihomed. However, the current multihoming mech-
anism contributes to the explosive growth of the Internet routing tables, which
has major implications on storage requirements, protocol overhead and stabil-
ity, and forwarding performance. As a consequence, the traditional way to be
multihomed in IPv4 can simply not be used for IPv6 multihoming.

Many approaches for IPv6 multihoming were proposed, with little consider-
ation for traffic engineering aspects. The overall contribution of this thesis is to
unleash traffic engineering for IPv6 multihomed sites.

First, the thesis reviewed in Chapter 4 the many proposed architectural ap-
proaches for IPv6 multihoming. The most relevant approaches were methodically
compared, according to their mechanisms, benefits and drawbacks.
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Next, the thesis revealed in Chapter 5 the most promising architectural ap-
proach for IPv6 multihoming, in terms of traffic engineering and fault-tolerance
capabilities. This approach, named Host-Centric IPv6 multihoming, relies on the
use of multiple provider dependent aggregatable (PA) prefixes per site. We demon-
strated that the use of multiple PA prefixes largely increases the number of in-
terdomain paths available to Host-Centric multihomed sites. This can thereby
reduce the delays between multihomed sites, compared to the use of traditional
IPv4 Multihoming.

Another contribution is a generic tool, named NAROS, to perform traffic engi-
neering inside Host-Centric IPv6 multihomed sites. By driving the source address
selection of multihomed hosts, the NAROS service can control how the locally ini-
tiated flows are distributed over the links with the providers. It thereby provides
an inbound and outbound traffic engineering mechanism, without transmitting
any BGP advertisement, and without affecting the interdomain BGP routing ta-
bles. This mechanism can handle complex and very dynamic routing policies. It
was presented in Chapter 6.

Many interdomain paths are available to Host-Centric multihomed sites, and
NAROS allows a site to effectively select one of those paths. The last contribution
of this work is a a scalable an efficient way to select a good path, and to avoid all
really bad paths. The metric considered in Chapter 7 was the end-to-end delay, as
it is a major component of the performance of a path since it reflects its length
and bandwidth.

In summary, the thesis shed some light on three different faces of traffic engi-
neering for IPv6 multihoming.

The first is why should IPv6 multihomed sites use the Host-Centric approach,
from a traffic engineering point of view ? We have shown that those sites can get
better resilience and lower delays, thanks to a higher AS-level path diversity.

The second is what should they do in order to effectively exploit this diversity ?
Host-Centric multihomed sites must be able to control which interdomain path is
used for their flows. In this work, we proposed the NAROS mechanism to perform
such control.

The third is how can we identify the “best” interdomain path ? We proposed
the use of synthetic coordinates to identify the low delay paths, and to avoid the
really high delay paths.

8.2 The Future of IPv6 Multihoming

By the end of 2004, the IETF fortunately decided to go down the path of de-
veloping Host-Centric approaches, more precisely the SHIM approach described
in Chapter 4, section 4.4.4. This decision was not driven by traffic engineering
considerations. Rather, it was made because Host-Centric approaches provide
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complete fault-tolerance, while preserving the scalability of the interdomain rout-
ing. As a consequence of this decision, it can be expected that the use of several
IPv6 addresses on each end-host will become widely prevalent on the IPv6 Inter-
net. These hosts will use their addresses interchangeably during the lifetime of a
flow in order to survive outages affecting any of those addresses. An intermedi-
ate layer, between the network and the transport layers, is used to preserve the
established connections. This layer separates two functions that are included in
an IP address : the location of a node, and the identity of the node. This is a
drastic architectural change compared to today’s IPv4 Internet, where hosts are
typically identified and located by a single IPv4 address.

In addition, another drastic change will impact the routing inside Host-Centric
IPv6 multihomed sites. For security reasons, the IETF recommends that each
ISP drops the customers’ traffic entering its network that is coming from a source
address not allocated by the ISP to the customer network. For Host-Centric
IPv6 multihomed sites, this ingress filtering procedure means that the source
address of a packet determines the upstream provider used. This has two major
consequences.

The first consequence is that, inside the multihomed site, packets must be
forwarded according to their source addresses. This source-address dependent
routing can be limited to the border routers of the multihomed sites. In this case,
routers may need to be upgraded to support this form of routing, which has cost
implications. An alternative is to establish tunnels, but this practice complicates
the management of the network.

The second consequence is that new traffic engineering techniques, such as
the NAROS approach presented in Chapter 6, can be developed and deployed,
so that Host-Centric multihomed sites are able to control how their flows are
distributed on the links with their providers.

These two major architectural changes require to add a new intermediate layer
in the network stacks of end-hosts, and to implement source-address dependent
routing. Hence, it seems wise to ask ourself if sites will agree to implement these
techniques. We should not neglect the reluctance of most sites for adopting drastic
architectural changes. Fortunately, the switch to an IPv6 Internet represents a
considerable opportunity to bring those architectural changes. However, the time
window is not infinite, and the IPv6 deployment is already a reality in some
regions. An unanswered question is thus :

Isn’t it too late to introduce such drastic changes ?

We believe it is still time to introduce these changes. The reason is that the
deployment of IPv6 is still slow. This was indicated by Figure 3.2, which showed a
slow current growth of the number of active IPv6 BGP entries. This should leave
enough time to develop Host-Centric approaches, provided that IPv6 multihomed
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sites see enough incentives for using this approach. Indeed, routing approach for
IPv6 multihoming can also preserve the scalability of the interdomain routing, at
the price of fault-tolerance and traffic engineering capability. Without sufficient
incentives, it may happen that current multihomed sites would prefer Routing
approaches. The reason is that these approaches are easier to deploy, but also
because the traffic engineering methods currently used in IPv4 multihomed sites
can be readily adapted to Routing approaches for IPv6 multihoming.

This thesis introduced new incentives for Host-Centric IPv6 multihoming. It
explained that Host-Centric multihoming approach brings many advantages, both
in terms of fault-tolerance and traffic engineering capabilities.

However, we might still ask ourself :

Are the incentives for Host-Centric multihoming strong enough ?

We believe that Host-Centric multihoming will finally be largely adopted,
because small and home networks will not use the routing approaches since they
require to run BGP. For those networks, Host-Centric multihoming is the only
viable solution, and the one that brings the best resilience to failures, and the
best possibilities to increase their network performance. The actual question for
those small and home networks is rather :

Will these small networks be multihomed ?

The answer is probably yes for small networks, as many of them become more
and more dependent on their Internet connectivity. The answer to this question
remains unclear however for home networks.

For the small and home networks that will choose to be multihomed by using
the Host-Centric approach, it still remains unclear if they will engineer their traf-
fic, and which method they will use. We presented NAROS as a first mechanism to
help Host-Centric multihomed sites in engineering their traffic. We also proposed
the use of synthetic coordinates to predict delays between any two multihomed
sites in the Internet. The proposed mechanism is highly scalable and efficient, es-
pecially compared to actively probing all available paths. However, while highly
efficient for the global Internet, this approach may yield to delay predictions of
lower quality than the delay predictions obtained using active probing. Consid-
ering the selfish behaviour of most sites, it is not certain that they will always
agree to trade a better delay prediction for a lower overall network overhead.
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8.3 Future Work

Let us conclude this thesis by presenting possible further works. Working on traffic
engineering tools for Host-Centric multihomed sites is crucial for the deployment
of IPv6 multihoming, which in turn is crucial for a large adoption of IPv6. Most
multihomed sites that today use traffic engineering techniques in IPv4 will not
switch to IPv6 before they know they will be able to also engineer their traffic
in IPv6. It is surprising that little consideration has been given until now to this
aspect of IPv6 multihoming. Traffic engineering methods for IPv6 Host-Centric
multihomed sites must be developed in order to at least provide basic features like
load-sharing and some performance optimisation mechanisms. Chapter 7 provides
a way to predict delays of interdomain paths. A future work consists in engineer-
ing the traffic according to other metrics like bandwidth and cost. NAROS can
be used to define a combined metric that groups delay, bandwidth, policy and
costs criteria.

Another future work is how to improve the delay predictions made by syn-
thetic coordinates between multihomed sites. The path selection procedure de-
pends on the quality of those delay predictions. If the predictions are not good
enough, sites will tend to prefer active probing. A possible way to improve the ac-
curacy of the coordinates is to run the SVivaldi algorithm over hyperbolic spaces.
Shavitt and Tankel have shown that Internet delays can be embedded in hyper-
bolic spaces to achieve an accuracy better than achieved before for the Euclidean
space [182]. Future simulations are needed to determine whether this can improve
the path selection procedure.

Regarding the use of synthetic coordinates, other questions remain unan-
swered. A first question is how to protect the coordinates from malicious attacks.
What happens if a site deliberately or unintentionally maintains completely wrong
coordinates ? A second question is how to handle the case where the network be-
comes completely partitioned ? How to react to a link failure, and how fast ?

If a group of nodes is disconnected from another group, one option is to make
the distances between the coordinates of the groups grow to infinity. When the
groups are connected again, all the coordinates must change again to reflect the
new actual distance.

Another option is to simply ignore probes towards nodes that are unreachable,
and only take into account successful probes. In the first option, the coordinates
are used to predict delays and to detect unreachability. In the second option, co-
ordinates are used only to predict delays, and reachability detection is provided
by other techniques. The advantage of the second option is a better stability of
the coordinates.
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Another future work is to investigate the possibility and cost of implementing
the support of the coordinates directly inside the SHIM layer, hence removing
the dependency against the Domain Name System. This implies that every host
will have to compute its own coordinates, hence increasing the network overhead.
However, this option diminishes the deployment cost, as a DNS server is no longer
required.

Finally, a last future work is related to the AS-level path diversity metric
detailed in Chapter 5. A possible usage of this metric is to help sites in choosing
the provider AS that most increases their AS-level path diversity. This usage
remains to be evaluated.
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Appendix A

The NAROS Protocol

This appendix gives details about the NAROS protocol presented in Chapter 6.
It describes the formats of the various NAROS messages.

A.1 Message Types

The general format of all NAROS messages is illustrated by Figure A.1. The
NAROS messages consist of two mandatory fields : a Version field, and a Message
Type field, followed by one or more required parameters that depend on the
message type. NAROS runs over UDP. A NAROS message must not be longer
than 4096 bytes and there may be only one NAROS message per UDP datagram.

0 7 8 15 16 31

Version Message Type Reserved = 0

Parameters ...

FigureA.1. The NAROS message format

The Version field is a single byte that specifies the NAROS version number
that is being used. The current NAROS version number is 1.



166 Appendix A. The NAROS Protocol

The Message Type field is a single byte that specifies the type of the message.
Message types currently defined are shown in Table A.1. The first column indi-
cates the values for the message types. The second column gives the names of the
messages, and the third indicates who sends and who receives a given message.

Value Message Direction

1 NAROS REQUEST Host → Server
2 NAROS RESPONSE Server → Host
3 NAROS DNS REQUEST Host → Server
4 NAROS DNS RESPONSE Server → Host
5 NAROS ERROR RESPONSE Server → Host

Table A.1. Message types

A.1.1 NAROS REQUEST

A NAROS REQUEST is sent by a NAROS client to request its connection pa-
rameters. The format of the message is illustrated on Figure A.2. The minimum
length of a NAROS REQUEST message is 40 bytes.

0 7 8 15 16 31

Version = 1 Msg Type = 1 Reserved = 0

Identifier (32 bits)

Destination Address (128 bits)

Available Source Address (128 bits)

Other Available Source Addresses (128 bits each) ...

...
...

FigureA.2. The NAROS REQUEST message

The Identifier field uniquely identifies the NAROS request. The Destination
Address field is the address of the destination host that the client wants to contact.
The Available Source Address fields are the source addresses currently allocated
to the client. The client must specify in the message all the source addresses
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it is able to use to reach the destination host, for instance its global-scope non-
deprecated IPv6 addresses. However, the client should not put more than 16 IPv6
Available Source Addresses inside a NAROS REQUEST message. If more than
16 source addresses are available, the client can freely select the 16 addresses that
will be included in the NAROS REQUEST message.

When selecting a source address, the client must first use the source address
selection algorithm as defined in [73]. However, the 8th rule, i.e. use the longest
matching prefix, must be superseded by the NAROS source address selection
procedure. A NAROS REQUEST message should be sent by the client before
it initiates a communication with a remote host for the first time, except if the
client already knows exactly which source address to use, for instance thanks to
its policy table [73], or thanks to informations stored in the NAROS cache.

A.1.2 NAROS RESPONSE

The NAROS RESPONSE message is sent by a NAROS server and specifies which
is the best source address to be used to contact the remote host, among the
source addresses that were given in the previously described NAROS REQUEST
message. The format of the NAROS RESPONSE message is given by Figure A.3.
The overall length of a NAROS RESPONSE message is 48 bytes.

0 7 8 15 16 31

Version = 1 Msg Type = 2 Reserved = 0

Identifier (32 bits)

Lifetime (32 bits)

Prefix Length Unused = 0

Destination Prefix (128 bits)

Best Source Address (128 bits)

FigureA.3. The NAROS RESPONSE message

The Identifier field specifies the request for which the NAROS RESPONSE
message is a reply. It must be the same identifier as the identifier contained in
the corresponding request.

The Lifetime field defines how long the information contained in this message
should be cached by the client.
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The Prefix Length and Destination Prefix fields define the destination prefix
for which the best source address contained in this message applies. The Prefix
Length field indicates the length in bits of the destination prefix. A length of
zero indicates a prefix that matches all IP addresses. The Destination Prefix field
contains the destination prefix followed by enough trailing bits to fill the field.
Note that the value of the trailing bits is irrelevant.

The Best Source Address field specifies the source IP address that the server
determined to be the best to reach the destination prefix.

When receiving a NAROS RESPONSE message, the client must first check
the validity of the selected best source address, i.e. it must check that the source
address is available and not deprecated. If the client determines that the best
source address is not a valid choice, then it may use another available source
address. Otherwise it should use the selected source address, for all communica-
tions towards any destination address covered by the destination prefix, until the
lifetime expires. The selected source address for the destination prefix should be
cached during the specified lifetime, for instance by inserting a new rule in the
policy table of the host. When the lifetime expires, the rule is removed.

A.1.3 NAROS DNS REQUEST

A NAROS DNS REQUEST is used by a NAROS client to embed a DNS query
within a NAROS request message. The format of the message is illustrated on
Figure A.4.

0 7 8 15 16 31

Version = 1 Msg Type = 1 Reserved = 0

Identifier (32 bits)

NumSrcAddr (8 bits) Reserved = 0

Available Source Address (128 bits)

Other Available Source Addresses (128 bits each) ...

...
...

DNS Query (variable length)

...
...

FigureA.4. The NAROS DNS REQUEST message
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The Identifier field uniquely identifies the NAROS request. The NumSrcAddr
field is an unsigned 8-bit number that indicates the number of available IPv6
source addresses that are contained in the NAROS DNS REQUEST. There should
not be more than 16 IPv6 Available Source Addresses inside a NAROS DNS -
REQUEST message. The DNS Query field contains a standard DNS query mes-
sage, which is embedded as is in this NAROS message.

A.1.4 NAROS DNS RESPONSE

The NAROS DNS RESPONSE message is sent by a NAROS server in reply to a
NAROS DNS REQUEST message. It specifies which is the best source address
to contact the destination host, among the source addresses that were given in
the preceding NAROS DNS REQUEST message. It also includes the DNS re-
sponse to the DNS query that was embedded in the NAROS DNS REQUEST.
The format of the NAROS DNS RESPONSE message is given by Figure A.5.

0 7 8 15 16 31

Version = 1 Msg Type = 2 Reserved = 0

Identifier (32 bits)

Lifetime (32 bits)

Prefix Length Unused = 0

Destination Prefix (128 bits)

Best Source Address (128 bits)

DNS Response (variable length)

...
...

Figure A.5. The NAROS DNS RESPONSE message

The NAROS DNS RESPONSE plays the same role as the NAROS RESPONSE
message, except that it also includes the DNS response to the DNS query embed-
ded in the preceding NAROS DNS REQUEST.
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A.1.5 NAROS ERROR RESPONSE

A NAROS ERROR RESPONSE is used to provide error messages from a NAROS
server to a NAROS client. Multiple errors must not be reported in the same
NAROS ERROR RESPONSE. In situations where more than one error occurred,
the NAROS server must choose only one error to report. The format of the
message is illustrated by Figure A.6. The overall length of a NAROS ERROR -
RESPONSE message is 10 bytes.

0 7 8 15 16 31

Version = 1 Msg Type = 3 Reserved = 0

Identifier (32 bits)

Error (16 bits)

FigureA.6. The NAROS ERROR RESPONSE message

The Identifier field specifies the request for which the NAROS ERROR -
RESPONSE message is a reply. An NAROS ERROR RESPONSE message must
only be transmitted by a NAROS server, and only in response to a request from
a NAROS client. A NAROS client that detects an error in a message received
from a NAROS server must silently discard the message.

0 7 8 15

Error Type Error Code

FigureA.7. The Error field of the NAROS ERROR RESPONSE message

The 2-byte length Error field is divided into a 1-byte Error Type and a 1-byte
Error Code, as illustrated by Figure A.7. The currently defined error values are
indicated in Table A.2 and Table A.3.

1 : General Errors

UNKNOWN ERROR. An error occurred that cannot be identified. This error
is used when all other error messages are inappropriate.

INTERNAL SERVER ERROR. The NAROS server detected an internal unre-
coverable error.

UNSUPPORTED NAROS VERSION. A NAROS client sent a message with a
version number not supported by the NAROS server.
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Error Type Description

1 General errors

2 Message errors

3 Routing errors

Table A.2. Values defined for the Error Type field

Error Type Error Code Error Name

1 1 UNKNOWN ERROR

1 2 INTERNAL SERVER ERROR

1 3 UNSUPPORTED NAROS VERSION

2 1 ILLEGAL MESSAGE

2 2 BAD MESSAGE

3 1 NO ROUTE

3 2 ADMINISTRATIVELY PROHIBITED

Table A.3. Values defined for the Error Field

2 : Message Errors. The server should use these errors when it detects that
a message is malformed, as well as when it does not understand a message.

ILLEGAL MESSAGE. The message contains illegal values for one or more fields.

BAD MESSAGE. The message is malformed and server parsing failed.

3 : Routing Errors. The server should use these errors when it is unable to
select the best source address needed by the client to reach a destination.

NO ROUTE. The server has no route towards the destination.

ADMINISTRATIVELY PROHIBITED. The server has a route towards the des-
tination but it is administratively prohibited.





Appendix B

Synthetic Location
Information in the Domain

Name System

B.1 Introduction

In Chapter 7, we proposed to use coordinates to help hosts to select, for each
pair of source and destination stub ASes, the IPv6 addresses to be used that will
lead to a low delay path. We suggested to store these coordinates in the Domain
Name System (DNS).

Storing coordinates in the DNS is not new. Geographical location informa-
tions can already be expressed in the DNS by using the LOC resource record [134].
Geographical locations are useful to generate maps of routers or to perform “vi-
sual” traceroutes. They are however of little help for predicting round-trip times
in the Internet, since the RTTs between Internet hosts are poorly correlated with
their geographical distances. Hence several synthetic coordinates were developed
so that the distance in the synthetic coordinate space between hosts x and y
actually reflects the round-trip time between them. These synthetic coordinates
are usually not expressed in terms of latitude/longitude, and are often defined in
other coordinate spaces than the traditional two- or three-dimensional Euclidean
spaces. For instance, we suggested in Chapter 7 to store 2D+Height synthetic
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coordinates in the DNS. While the SVivaldi use of coordinates is intended for the
prediction of Internet latencies of IPv6 paths, storing synthetic coordinates in the
DNS can be useful for a wider range of applications, and, in particular, for many
IPv4 applications.

This appendix details the DNS extensions needed for this purpose. It defines a
new Resource Record (RR) for the Domain Name System, for experimental pur-
poses. It describes a mechanism to allow the DNS to carry synthetic coordinates
about hosts, networks, and subnets. The new resource record, called SLOC, can
express synthetic locations for many different coordinate spaces, including the
geographical coordinates. This appendix defines the format of the new SLOC
RR for the DNS, and reserves a corresponding DNS type mnemonic (SLOC) and
numerical code (51). The numerical code is to be confirmed by IANA.

This appendix assumes that the reader is familiar with the DNS [132] [133],
and its IPv6 extensions [197].

B.2 RDATA Format of the SLOC Resource Record

Like every DNS resource records, the SLOC RR is formatted as illustrated by
Figure B.1. The NAME, TYPE, CLASS, TTL, and RDLENGTH fields are all
described in [133]. This section only details the RDATA field, whose format is
specific to the SLOC resource record.

0 15

NAME (variable length)

...
...

TYPE (16 bits)

CLASS (16 bits)

TTL (32 bits)

RDLENGTH (16 bits)

RDATA (variable length)

...
...

FigureB.1. The SLOC Resource Record format

The format of the SLOC RDATA field is detailed in Figure B.2. It is divided
into three fields : the SLOC CLASS, SLOC ID, and LOCATION fields.
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0 7 8 15 16 31

SLOC CLASS SLOC ID (24 bits)

LOCATION (variable length)

...
...

Figure B.2. The SLOC RDATA format

B.2.1 The SLOC CLASS Field

The SLOC CLASS field contains an unsigned 8-bit value that specifies how the co-
ordinates are identified in the SLOC ID field. The identification can be a standard
identification (SLOC CLASS = 1), or a vendor-specific identification (SLOC -
CLASS = 2), or a private identification (SLOC CLASS = 3). Standard identi-
fications are destined for coordinates that are supposed to be used by hosts in
the global Internet. For instance, a standard identification can be used to express
geographical coordinates. Vendor-Specific identifications aim to be used by ven-
dors wishing to define their own proprietary coordinates. They can also be used
to experiment new coordinates. Typically, vendor-specific coordinates are useful
to only a fraction of hosts in the Internet. Finally, private identifications can be
used by anyone who wants to express coordinates that do not have any meaning
outside the network where they are used.

B.2.2 The SLOC ID Field

The format of the SLOC ID field depends on the SLOC CLASS value, i.e. the for-
mat of the field is different for standard, vendor-specific, and private coordinates.
The value of the SLOC ID field specifies both the nature of the coordinates, and
the algorithm that can interpret and possibly compute these coordinates.

The SLOC ID Field for Standard Coordinates

When the identification is standard (SLOC CLASS = 1), the SLOC ID field is
divided into an 8-bit value SLOC ALG, an 8-bit value SLOC SPACE, and an
8-bit value SLOC DIM, as illustrated by Figure B.3.

8 15 16 23 24 31

SLOC ALG SLOC SPACE SLOC DIM

FigureB.3. The SLOC ID field for standard coordinates.



176 Appendix B. Synthetic Location Information in the DNS

The SLOC ALG field specifies the algorithm that interprets and computes the
coordinates. The SLOC SPACE field uniquely identifies the nature of the space
where the coordinates are defined, for instance an Euclidean, a spherical, or an
hyperbolic space. Finally, the SLOC DIM defines the number of dimensions of
the space.

SLOC ALG Description
0 Reserved
1 Geographical coordinates [56]
2 GNP synthetic coordinates [141]
3 Lighthouse synthetic coordinates [157]
4 Vivaldi synthetic coordinates [55]
5 SVivaldi synthetic coordinates [70]
6 BBS synthetic coordinates [181]
7 NPS synthetic coordinates [142]
8 PIC synthetic coordinates [52]

9 - 255 Unassigned

Table B.1. Values for the SLOC ALG field

Some SLOC ALG field values currently defined for well-known synthetic co-
ordinate algorithms are indicated in Table B.1.

SLOC SPACE Description
0 Reserved
1 Uninterpreted
2 Euclidean
3 Spherical
4 Cylindric
5 Hyperbolic
6 Height Vector

7-127 Unassigned
128-255 Algorithm-Specific

Table B.2. Values of the SLOC SPACE field defined for typical coordinate
spaces

Values currently defined for the SLOC SPACE field are shown in Table B.2. It
assigns values to popular coordinate spaces. When the algorithm does not make
use of one these coordinate spaces, it may use the uninterpreted coordinate space
(SLOC SPACE = 1), or use one of the algorithm-specific values in the range
[128..255].

Table B.3 shows the values defined for the SLOC DIM field. Values in the
range [1..63] indicate the number of dimensions of the coordinate space. Value 0
is reserved and must not be used.
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SLOC DIM Description LOCATION Min Size
0 Reserved Undefined
1 1 dimension 1
2 2 dimensions 2
3 3 dimensions 3
: : :

63 63 dimensions 63
64-254 Reserved

255 Variable 1

Table B.3. Values of the SLOC DIM field

If SLOC DIM equals 255, the LOCATION field contains a variable-length
sequence of one or more 32-bits numbers. This value is typically used when
SLOC SPACE = 1, i.e. an uninterpreted coordinate space, or when the size of
the LOCATION field suffice to indicate the number of dimensions used.

The third column of table B.3 defines the minimum number of 32-bit values
required in the LOCATION field for this type of dimensions. The LOCATION
field may contain more than this minimum number of 32-bit values. In this case
the meaning of the additional values is algorithm-specific.

The tuple (SLOC ALG, SLOC SPACE, SLOC DIM), i.e. the whole SLOC ID
field, uniquely defines a coordinate space and how to interpret it.

The SLOC ID Field for Vendor-Specific Coordinates

When the identification is vendor-specific (SLOC CLASS = 2), the SLOC ID
field contains the vendor-specific ID assigned by IANA (24-bit value encoded in
network standard byte order), as illustrated by Figure B.4. If a vendor implements
several algorithms, or use several coordinate spaces, then the SLOC ID field may
not suffice to uniquely identify a couple (algorithm, coordinate space). Therefore,
it is suggested that the vendor uses the first dimension(s) of its coordinates to
identify the type of coordinates. However, in any cases, this implementation choice
is left to the vendor.

8 31

VENDOR ID

FigureB.4. The SLOC ID field for vendor-specific coordinates.
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The SLOC ID Field for Private Coordinates

If the coordinates are private (SLOC CLASS = 3), then the semantic and meaning
of the SLOC ID field depends on the domain where it is found. Such coordinates
should not be transmitted to a host that is not inside the network where the
coordinates are defined.

B.2.3 The LOCATION Field

The LOCATION field contains a sequence of 1 or more 32-bit unsigned integers,
most significant octet first (network standard byte order). These integers express
the coordinates of a node. The exact meaning of these integers depends on the
SLOC CLASS and SLOC ID fields.

In the remaining of this document, we focus only on standard coordinates
(SLOC CLASS = 1).

B.2.4 SLOC RDATA Examples

Table B.4 shows some examples that illustrate the use of standard coordinates
(SLOC CLASS = 1). The table presents some meaningful combinations of SLOC -
ALG, SLOC SPACE and SLOC DIM values. The content of the LOCATION field
is written here as a sequence of 32-bit values separated by a colon “:”.

SL
O
C

A
LG

SL
O
C

SP
A
C
E

SL
O
C

D
IM

LOCATION Description

3 2 3 25:35:2 Lighthouse Euclidean 3-D
3 2 255 25:35:2 Same as above
4 6 3 5:3:1:100 Vivaldi 2D+H + error
4 2 3 5:3:1:100 Vivaldi 3D + error
5 6 3 5:3:1:100 SVivaldi 2D+H + error
1 3 3 0:0:0:1184274 Lat+Long+Alt+Extra field

Table B.4. SLOC RDATA examples

In the table above, the examples that use the Vivaldi network coordinate
system (3d and 4th lines) illustrate the need for the SLOC SPACE field. In these
cases, the same algorithm (SLOC ALG = 4) and the same number of dimensions
(SLOC DIM = 3) are used, with an identical number of 32-bit values in the
LOCATION field. The meaning of the coordinates is then given by the SLOC -
SPACE field.
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The 3rd and 5th examples illustrate the need for the SLOC ALG field. They
both contain the same values in the SLOC SPACE, SLOC DIM and LOCATION
fields. However, the coordinates of the 3rd example are computed by the Vivaldi
algorithm, while the coordinates of the 5th example are computed by the SVivaldi
algorithm.

The 6th example illustrates the coding of geographical coordinates in the
SLOC RDATA. The extra field is used to encode the size and precision values for
the coordinates, as detailed in [56].

B.3 Master File Format

The SLOC resource record is expressed in a master file in the following format :

<owner> <TTL> <class> SLOC {1 sl_alg sl_space sl_dim | sl_class sl_id} coord

where:

sl_class: [1 .. 3] (unsigned 8-bit value)

sl_alg: [1 .. 255] (unsigned 8-bit value)

sl_space: [1 .. 255] (unsigned 8-bit value)

sl_dim: [1 .. 255] (unsigned 8-bit value)

sl_id: [0 .. 16777215] (unsigned 24-bit value)

coord = value [ ":" coord ]

value: [0 .. 4294967295] (unsigned 32-bit value)

Numbers can be written in the decimal notation, or in the hexadecimal nota-
tion, as illustrated by the examples in the next section.

B.3.1 Examples of Master File

;; A SVivaldi 2D+H synthetic coordinate for domain example.net

example.net SLOC 1 5 6 3 5:3:1:100

;; Host A has a standard and a vendor-specific coordinates

A.example.net SLOC 1 3 2 3 0x11111111:0xABCDEF:9

A.example.net SLOC 2 0x00005E 10:20:30:40

;; Geographical coordinates can also be expressed with SLOC RR

A.south.pole.net SLOC ( 1 3 3

0:0:10:0x00121212 )

The first example illustrates SVivaldi coordinates assigned to the domain
example.net. These coordinates use the standard SLOC identification (SLOC -
CLASS = 1), the SVivaldi algorithm (SLOC ALG = 5), a Height Vector coordi-
nate space (SLOC SPACE = 6) with 2D+H = 3 dimensions (SLOC DIM = 3).
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The coordinates for SVivaldi are x = 5, y = 3, h = 1. There is one extra value
e = 100, which stands for an error estimation of the coordinates [70].

The second example illustrates the use of coordinates for an individual host A
inside the example.net network. This host has two kinds of coordinates. The first
one is a standard (SLOC CLASS = 1) Lighthouse (SLOC ALG = 3) Euclidean
(SLOC SPACE = 2) 3D (SLOC DIM = 3) coordinate. The second one is a vendor-
specific (SLOC CLASS = 2) coordinate with vendor ID = 0x5E.

The third and last example illustrates the coding of geographical coordinates
using the SLOC resource record format. The coordinate values stand for the south
pole. They respect RFC 1876 [56].

B.4 Application use of the SLOC Resource Record

B.4.1 Suggested Use

A suggested use is that an algorithm regularly computes the network coordinates
of a (sub)domain or host, and securely updates the SLOC resource records in
the DNS. This secure update can be performed using DNS extensions such as
[210, 79, 208]. Using synthetic network coordinates, it is possible to evaluate
the round-trip time that exists between two distant domains by computing the
distance in the coordinate space between the coordinates of those domains. By
storing the coordinates of hosts in the DNS using the SLOC RR, any host in the
Internet is able to predict the latencies between any two hosts. This can be used
for peer-to-peer distributed systems such as KaZaA [180] or BitTorrent [31]. It
was also used in Chapter 7 as a scalable an efficient way to help hosts in selecting,
for each pair of source and destination hosts, the IPv6 addresses that will lead to
a low delay path.

B.4.2 Search Algorithms

This section specifies how to use the DNS to translate domain names and/or
IP addresses into location informations. This section is similar to the section
5.2 of [56] describing the search algorithm for the LOC RR. The text is slightly
adapted for the SLOC resource record, and for an IPv6 use of this record, so that
its description is self-contained.

As already said, the location information may refer to a host, or to a network.
When specifying the location of a network or subnet, network administrators are
not required to specify the SLOC RR data for each individual host. For example,
a computer lab with 24 workstations, all of which are on the same subnet and in
basically the same location, would only need a single SLOC RR for the subnet.
However, if the file server’s location has been more precisely measured, a separate
SLOC RR for it can be placed in the DNS.
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The default behaviour of an application is to query the DNS for the location
of an individual host. Sometimes, a host has no associated SLOC RR data, while
its network has one. In this case, the application may have a fallback behaviour,
and use the SLOC RR data of the network to get a less precise or larger area.
The application may support the use of the algorithm in Section B.4.2, as noted
in Section B.4.2 and Section B.4.2. If fallback is desired, this behaviour is the
recommended default, but in some cases it may need to be modified based on
the specific requirements of the application involved. This search algorithm is
designed to allow network administrators to specify the location of a network or
subnet without requiring SLOC RR data for each individual host.

Searching by Name

If the application is beginning with a name, rather than an IP address, it must
check for a SLOC RR associated with that name. (CNAME records should be
followed as for any other RR type.)

If there is no SLOC RR for that name, all A or AAAA records (if any)
associated with the name may be checked for network (or subnet) SLOC RRs
using the Searching by Network or Subnet algorithm (Section B.4.2). If multiple
A or AAAA records exist and have associated network or subnet SLOC RRs, the
application may choose to use any, some, or all of the SLOC RRs found, possibly
in combination. It is suggested that multihomed hosts have SLOC RRs for their
name in the DNS to avoid any ambiguity in these cases.

Note that domain names that do not have associated A or AAAA records must
have a SLOC RR associated with their name, so that their location information
is accessible.

Searching by Address

If the application is beginning with an IPv4 or IPv6 address, it must first map
the address to a name using the IN-ADDR.ARPA or IP6.ARPA namespace (see
[132] section 5.2.1, and [197] section 2.5), then check for a SLOC RR associated
with that name.

If there is no SLOC RR for the name, the address may be checked for net-
work (or subnet) SLOC RRs using the Searching by Network or Subnet algorithm
(Section B.4.2).

Searching by Network or Subnet

Even if the name of a host does not have any associated SLOC RRs, the net-
work(s) or subnet(s) it is on may. If the application wishes to search for such
less specific data, the following algorithm should be followed to find a network
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or subnet SLOC RR associated with the IP address. This algorithm is adapted
slightly from that specified in RFC 1101 [134], sections 4.3 and 4.4.

Since subnet SLOC RRs are (if present) more specific than network SLOC
RRs, it is best to use them if available. In order to do so, we build a stack of net-
work and subnet names found while performing the RFC 1101 [134] search, then
work our way down the stack until a SLOC RR is found. The search algorithm is
presented here using an IPv6 example1. The search algorithm is similar for IPv4.
An IPv4 example for the LOC resource record can be found in RFC 1876 [56].

1. Create a host-zero address using the network portion of the IP address. For
example, for the host 2001:6a8:3080:1::1/32, this would result in the
address 2001:6a8::.

2. Reverse the octets, suffix .IP6.ARPA, and query for PTR and AAAA records.
Retrieve:

0...0.8.a.6.0.1.0.0.2.IP6.ARPA. PTR ipv6.ucl.ac.be.

AAAA FFFF:FFFF:FFFF::/48

Push the name ipv6.ucl.ac.be onto the stack of names to be searched for
SLOC RRs later.

3. Since an AAAA RR was found, repeat using mask from RR (FFFF:FFFF:
FFFF::/48), constructing a query for 0...0.8.0.3.8.a.6.0.1.0.0.2.IP6.
ARPA. Retrieve:

0...0.8.0.3.8.a.6.0.1.0.0.2.IP6.ARPA. PTR info.ipv6.ucl.ac.be

AAAA FFFF:FFFF:FFFF:FFFF::/64

Push the name info.ipv6.ucl.ac.be onto the stack of names to be searched
for SLOC RRs later.

4. Since another AAAA RR was found, repeat using mask FFFF:FFFF:FFFF:

FFFF::/64, constructing a query for 0...0.1.0.0.0.0.8.0.3.8.a.6.0.1.
0.0.2.IP6.ARPA. Retrieve:

0...0.1.0.0.0.0.8.0.3.8.a.6.0.1.0.0.2.IP6.ARPA.

PTR subnet.info.ipv6.ucl.ac.be

Push the name subnet.info.ipv6.ucl.ac.be onto the stack of names to
be searched for SLOC RRs later.

1In the IPv6 example, for readability purposes, the IPv6 addresses represented as names in
the IP6.ARPA domain do not strictly follow the RFC 3596 guidelines [197] : lengthy sequences
of zeros are replaced here by 0...0. The number of zeros actually included in the sequence is
such that the number of nibbles equals 32.
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5. Since no AAAA RR is present at 0...0.1.0.0.0.0.8.0.3.8.a.6.0.1.0.
0.2.IP6.ARPA., there are no more subnet levels to search. We now pop the
top name from the stack and check for an associated SLOC RR. Repeat
until a SLOC RR is found.

In this case, assume that subnet.info.ipv6.ucl.ac.be does not have an
associated SLOC RR, but that info.ipv6.ucl.ac.be does. We will then
use info.ipv6.ucl.ac.be’s SLOC RR as an approximation of the location
of this host. Note that even if ipv6.ucl.ac.be has a SLOC RR, it will not
be used if a subnet also has a SLOC RR.

B.5 Applicability to non-IN Classes and non-IP Ad-

dresses

Like for the LOC record, the SLOC record is defined for all RR classes, and may
be used with non-IN classes such as HS and CH. The semantic of such use is not
defined in this work.

B.6 Implementation of the SLOC RR for the Bind

Name Server

An implementation of the SLOC resource record is available for the popular
Internet Systems Consortium’s BIND (Berkeley Internet Name Domain) DNS
server [115]. It is available at [60].
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