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Preamble

The IP protocol suite has been initially designed to providst effort reachability
among the nodes of a network or an inter-network. The goaltwaesign a set
of routing solutions that would allow routers to automdticarovide end-to-end
connectivity among hosts. Also, the solution was meantdover the connectivity
upon the failure of one or multiple devices supporting th&ise, without the need
of manual, slow, and error-prone reconfigurations. In ottands, the requirement
was to have an Internet that "converges” on its own.

Along with the "Internet Boom", network availability expgations increased,
as e-business emerged and companies started to assostaté# Ioternet connec-
tivity with loss of customers... and money. So, Internetvi®er Providers (ISPs)
relied on best practice rules for the design and the confiiguraf their networks,
in order to improve their Quality of Service.

The same routing suite is now used by Internet Service Peavithat have to
cope with more and more stringent Service Level Agreemeéiiag). These new
SLAs are justified by the increasing use of IP networks tosjpart voice, video,
TV broadcast, and Real-Time online Business traffic acdtusis networks.

Such SLAs generally define upper bounds on the packet Idssarad on the
duration of losses of connectivity. To ensure that thesestcaimts are respected,
and reach the five 9's network availability target, resilif?h technologies are re-
quired.

The goal of this thesis is to complement the IP routing swtasto improve
its resiliency.

The Internet is organized as a set of interconnected Autonsr8ystems (AS),
which are managed by autonomous domains such as organiatiol companies.
The technology used to establish connectivity inside aniAtsatdomain routing)
is not the same as the one used to provide inter-domain ctivibe@inter-domain
routing). Hence, the recovery process upon a topologicahgé is different, and
will be improved in different ways in this thesis.
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Chapter 1

Introduction

In this chapter, we brielfy review the main concepts of idtnimain and interdo-
main routing, and their dedicated protocols used on todaysnet. Readers who
are familiar with intra-domain an inter-domain routing cgkip this first section.
Next, we introduce the key characteristics of the convergeari both intra-domain
and inter-domain routing protocols in the case of topologgnges.

1.1 IP Routing

The Internet Protocol (IP) is a connectionless datagranopob used to convey
data from one host location to another in a network or inegwork. Host locations
are identified with an IP address. IP Routing can be seen asethef protocols
and state machines, implemented in dedicated hardwaezicafiuters”, that are
used over a network or an inter-network to rule the “forwagdiof IP packets.
Forwarding is the action performed by routers, which cdasistransmitting an IP
packet that is received on an incoming interface to anoitaer via an outgoing
interface. Routing is supposed to let routers forward IPkg@cin a consistent
fashion so that IP packets emitted by a source actually ritethdestination.

Routing in the Internet is architectured around two main gonents, intrado-
main and interdomain routing. Intradomain routing protear interior gateway
protocols (IGP) rule the forwarding of packets within théwark of a company, an
organization, or an Internet Service Provider (ISP). Aeddbmain routing proto-
col rules the forwarding of packets among a set of intercotaak networks or
Autonomous Systems (AS). There is only one interdomainimgygrotocol used
in the Internet, the Border Gateway Protocol (BGP) [RLHO6].

Intra- and Inter-domain routing are not performed by usimg $ame routing
mechanisms for multiple reasons. First, the objectivesnatethe same. While
intra-domain roughly tries to achieve shortest path rgjtinter-domain routing
tries to achieve best commercial routing. Second, the kedgd of the topol-
ogy is different. Disseminating the whole topology withim ESP network is not
a problem, while ISPs are reluctant to disclose all the ptagseof their internal

3



4 Chapter 1. Introduction

topologies to their peers and concurrents. Finally, the sfzhe problem are dif-
ferent. While the IGP routing mechanisms generally dedh @ifew tens to a few
thousands of destination prefixes, a BGP router currentiytbhaope with up to
250.000 prefixes [APN], not counting the Virtual Private Wetk (VPN) routes
that are also maintained with BGP in ISP networks.

1.1.1 An IP router

An IP router can be considered as the combination of two migiments. The
“control plane” drives the decision of a router about wheréotward an IP packet
that reaches a router. The control plane of a router feedsudirigolnformation

Base (RIB). Based on this information, a process feeds thevdrding plane” of
the router, made of a table or tables downloaded to dedidaedivare, used to

perform an efficient forwarding.

Control Plane

P‘?o%zss RIB Updates
T iR process
L Process| RIB Updates

Control Plane

P?o(c;:Zss RIB Updates
i 2 L1 |RiBProcess
Process| RIB Updates

FIB Updates

BGP Messages
FIB Updates
BGP Messages

IGP Messages

IGP Messages |

AN

............ Forwarding plane

IP traffic

'[yvarding plane
R traffic

Interface

Interface
Interface
Interface
Interface
Interface

Interface

Interface

¢ Interface

IP traffic

Figure 1.1: Two routers

Figure 1.1 gives a simplified view of two routers, whose colnifane processes
exchange routing information to build forwarding statesieTontrol plane of a
router executes routing protocol processes, e.g. a BGRgs@nd an IGP process.
Based on the routing messages that it receives from its ,peer#s forwarding
plane, a router maintains a Routing Information Base. A @seananaging the
RIB is in charge of reflecting its changes to the Forwardirfigrimation Base (FIB)
which is replicated in the linecards hosting the interfackthe router. When a
data packet reaches an interface of the router, the linduasting the interface
performs a lookup for the destination address of the packésilocally stored
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FIB, and forwards the packet to an outgoing interface cpoeding to the result
of this lookup.

1.1.2 Intradomain Routing

Intra domain routing consists in the set of operations peréal by the control
plane to provide end-to-end connectivity within a set ofides such as lines and
routers owned or leased by a given organization or compdigy ceferred to as a
routing domain or Autonomous System.

It allows routers to “find their way towards” an exit point foackets destined to
hosts that are beyond the borders of the network. Note trdihfirthe appropriate
exit point for a packet is a task supported by the inter-domaiiiting protocol.

In this thesis we will focus on “Link-State” intradomain ting protocols such
as OSPF [Moy91] and IS-IS [ISO02]. We made this choice sinfpglyause these
protocols are widely used in the Internet at the time of thesis. Such protocols
are referred to as Interior Gateway Protocols (IGP). Ottd? vere used at the
early days of the Internet, such as Cisco’s proprietary BRGRWSO00] and RIP
[Hed88]. Now, such protocols are mostly deployed in entegpnetworks, but
were abandoned by ISPs.

According to link-state routing protocols, each routerasfigured to

e Establish and maintain adjacencies with direct neighbors
“Neighbors” are supposed to be able to reach each other Abkakayer.

e Distribute information about the state of these adjacenttieough the net-
work

That is, a router constantly checks its ability to reach d@sfigured neigh-
bors using Hello messages [Moy91, ISO02] or independeluréadetection
mechanisms such as BFD [KWO03]. This ability is summarized innk-

State Packet (1S-IS), or Link-State advertisement (OS8&)h information
is reliably spread through the network, using flooding in$Sand OSPE

Routers also distribute in those advertisements readtyainformation (IP
prefixes) assigned to locally connected Local Area Netw(IrkdNs).

¢ Maintain the information flooded by other routers of the ratwnin a data-
base, called Link-State Database (LSDB)
Based on this flooded information, routers (nodes) buildrapdete repre-
sentation of the network as a weighted directed graph.

e Compute shortest paths across the network

Based on the content of the LSDB, each router computes th@ais from
itself towards all the other nodes of the network. In ordetramslate the

LIn this thesis, we will consider IS-IS as the reference IGfles specified, what is said about
IS-IS also applies to OSPF
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operator requirements into shortest paths, the operatan ¢8-IS network
configures the metrics of the links adjacent to each routededthe graph
terminology, an operator configures the weight of each eddkeograph.
Delay, bandwidth, or more complex Traffic Engineering (TE}hniques
taking both components into account are the inputs for tkiengeof such
metrics. The goal is to set metrics in order to have the sbiopiessible end-
to-end delays, while avoiding link saturation, w.r.t. therent end-to-end
traffic matrix [FRTO2]. The shortest paths from a nd@ere path obtained
by applying the well-known Dijkstra Shortest Path Firstazithm [Dij59]
on the network topology, using as the root.

e Build a Forwarding Information Base (FIB)

For a routerR, the first hop on the shortest path towards a destination hode
is the neighbor to which a packet destinedxanust be forwarded by. So,
based on the computed shortest paths, the router can baildasic infor-
mation required to perform forwarding. This informatiorsisnmarized and
downloaded to the linecards of the router under the form cdtagiructure
optimizing the lookup efficiency [Var04].

When the network is stable, the computation of the short$tsgs consistent
among the routers, so that packets reach their destinatitrein exit point in the
network by being forwarded hop by hop by intermediate rauter

Let us illustrate how the IGP works based on the Abilene ndtwlepicted in
figure 1.2. Each node will establish an adjacency, using plsifello mechanism,
with its neighbours. For examplds C will maintain adjacencies witd P, HS,
and DN. Each node floods a summary of its adjacencies through theorietn
a link-state packet, by associating a configured metric @ght) with each of its
adjacencies.

The flooding mechanism is reliable and lets each node buidsighted graph
representing the network based on the latest link-statespfiooded by each node
of the network (see figure 1.2), and stored in its Link-Stad¢alDase.

Each node computes the shortest paths from itself to allddesnin this graph.
From this set of paths, the Forwarding Information Base @andmputed. In our
example,l P will build a FIB which reflects that C, DN, SV, ST, LA and HS
must be reached via its attached link® — KC, AT must be reached via its
attached linkfP — AT, andCH, NY, andW A must be reached via its attached
link IP — CH.

All the nodes build such a FIB, so that when these are up tq ttetdorwarding
of packets is consistent and lets each packet follow thetesttopath to its desti-
nation, w.r.t. the metrics and the status of each link of teevork. Note that a
specific metric value, called/ AX M ET RIC can be configured on a link. This
prevents nodes in the network from considering the link witvey compute their
Shortest Path Tree.
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Figure 1.2: The Abilene network

1.1.3 Interdomain Routing

Interdomain routing rules how packets are forwarded batwsagonomous Sys-
tems to reach their destinations. Above all, BGP aims atiginy reachability
throughout the Internet while respecting the businessioakhips and policies of
all the ASes of the Internet.

BGP is a path vector protocol. That is, each BGP node propadatits peers,
for each destination (an IP Prefix) originated by an ISP, #th fhat it selected as
best to reach the destination prefix. Each node selects patbstowards a prefix
based on the set of paths that it received, and a set of o#cie rules that translate
its Business relationships with the neighboring networksiong other attributes,
the BGP AS-path of a route is the sequence of ASes that a packddl cross if
the route is used.

Figure 1.3 illustrates an internetwork where each cloudasgnts an Autonomous
System.

The functions of interdomain routing are split into two mégatures [RLHO6].

Firstly, neighboring ASes exchange reachability infoiorai{BGP routes) by
establishing sessions between their directly connectedrmmous System Border
Routers (ASBRs). Such sessions are referred to as exteGRI(BBGP) sessions.
In figure 1.3, eBGP sessions are depicted as plain edges dretmagles at the
borders of neighbouring ASes.

Secondly, BGP paths received at the borders of an AS mustdgagated
through the AS. This is performed by establishing a set of B&#3ions between
the routers of the AS, referred to as internal BGP (iBGP)isassiBGP peers are
not necessarily directly connected routers, so that thenh@gt provide end-to-end
connectivity in the AS to support the transmission of BGP sages. There are
multiple ways to establish this iBGP topology [RLH06, BCI®1S01], we will
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Figure 1.3: An Internetwork

discuss these specificities in chapter 7. In our illustratibe iIBGP sessions are
depicted as dashed edges.

Roughly, there are two types of peerings between neighppdkides [GROO].
Each reflects a typical business relationship between the AS

One type of peering is called Customer-Provider peeringithis case, the
customer buys connectivity towards the rest of the Intefinoet this Provider. This
type of relationship is depicted in figure 1.3 by plain edgesked with the “$”
symbol. For example, “Stub AS 1” buys connectivity from itoyider “ISP 1”.
A “stub” AS is an AS that does not provide an Internet Servicether ASes. In
other words, stubs are “leaves” in the Internet topology. eWkhe customer is
itself a transit AS, i.e., when this customer is a providesofe other ASes, it
will advertise reachability information about its own corsters to its provider. The
provider may select this peering as the exit point for IP p&klestined to some
customers of this customer.

Another type of peering is referred to as Shared-Cost pgerBuch a type
of peering is typically established between two ASes that iticonvenient from
a financial perspective to afford the cost of a direct convigégtusing a private
interconnection or an interconnection at a public Intefethange Point. Such
peerings are depicted by using the “==" symbol in our illagtm. If the customers
of two ASes exchange a lot of data, it can be interesting fesd¢mot to use their
(costly) providers to transit the traffic, and afford thecprof a direct connectivity.
Such peerings are usually established between ASes ofadgiisize.

There is no “free lunch” on the Internet [GROOQ]. That is, an w8 not pro-
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vide a transit service between neighboring ASes withouttameon investment.
Precisely, an AS will only propagate a BGP path selected sistbea provider or
a shared cost peer if this path is via a customer. For examqi&ers of “Stub AS
2" will not propagate paths towards destinations withinulsAS 3", to “ISP 1.
Indeed, such paths are not interesting from a financial petise for “Stub AS 2”.
The feasible paths in our illustration thus contain at most edge marked with a

To allow a translation of business relationships in conptahe decisions, the
BGP routing suite features import filters, export filtersg anset of rules for the
selection of a best path towards a destination prefiXAn illustration of a BGP
process is provided in figure 1.4.

BGP sessions BGP sessions

(
I |
Input filters Ouput filters
Neighbor 1 —»|  Attribute [ > Attribute ¥ Neighbor 1

) i . Prefer nearest next-hop Ly - )
Neighbor N —|  Attribute _Prefer lowest router-1D Attribute ¥ Neighbor N

manipulation manipulation
| |
| QT SR |
‘ )

Figure 1.4: The decision process of a BGP router

manipulation Decision Process manipulation
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) L i 1. Prefer highest Local-Pref B - )
Neighbor 2 —» Att_nbute. 2 Prefer shortest AS-Path > Att.rlbute. —» Neighbor 2
r‘nanlpulatlon 3. Prefer lowest Origin manlpulatlo‘n
| 4. Prefer lowest MED oao ||
: . 5. Prefer eBGP over iBGP —
Input filters 6 Ouput filters
7

Import filters

Import filters can be configured for each iBGP and eBGP sessistablished by a
“BGP speaker”.

Import filters can be used to ignore paths received from sof@E Beers. For
example, a path received from an external peer which cantam AS number of
the current AS in its AS path must be removed from considamati order to avoid
routing loops. In an iBGP hierarchy, a similar rule is apglie avoid routing loops
among iBGP clusters.

Import filters can also be used to filter out paths that cordaid\S that is not
trusted by the current AS.

Import filters are also used to tag path received from an eB&#® with a
community value [QB02] that describes the type of businelsgionship associated
with this eBGP peer.

Those filters can also be set up to perform some operatiors! lmsthe com-
munity values that have been attached to the received routes
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Decision process rules

The BGP decision process is made of a set of rules that dittateelection of the
best path towards an IP prefix, among the set of paths wererapped by the
import filters configured on the current node. These rulesyppdied in their order
of presentation. At each step of the process, some pathdevittmoved from
consideration, and the process terminates when one siatfieéqp remains.

1. Ignore paths with unreachable next hops

This rule is aimed at preventing the current node from sielga path via a
given peering link if the underlying IGP does not considerpleering link to
be reachable from the current node. This prevents the BGBidle@rocess
from selecting a path that is not usable.

2. Prefer paths with the highest Local-Pref

The local pref is an attribute of a path that is set by a routat teceives
the path from a neighboring AS. Typically, paths receivesirfra customer
will be set with a higher local pref than paths received froshared cost
peer, which have themselves higher local-pref values theupaths received
from a provider. This attribute translates the prefererfcanoexit point in
the local Autonomous System, for a given destination IP yrefi

3. Prefer paths with the shortest AS-PATH

The AS-PATH of a path represents the sequence of ASes thatketpdes-
tined to the prefix will follow, if the router selects that patThe length of
this path can be artificially increased by routers [Q0B], as these can ma-
nipulate this attribute by for example adding the numbethefdurrent AS
multiple times.

4. Prefer paths with the lowest Multi Exit Discriminator (ND§

The MED is an attribute of a path that is set by an ASBR whendppgates
the path to an ASBR of a neighboring AS. Its goal is to drivesblection of
the peering link over which packets will be forwarded, inartb perform
incoming traffic engineering. Typically, a customer will blowed to set
different MED values for the paths to a prefix that are propedjaver a set
of redundant eBGP peering links with the provider. The idahat providers
are paid to carry the bits of their customers, so that thesgigen a mean
to select the incoming point for packets to a given destimatiThere are
multiple means of applying this rule, as explained in cha@te

5. Prefer paths received over an eBGP session over onegagogier an iBGP
session

When multiple paths remain after the application of the jonew rules, a
router will prefer paths which would let packets directlyad of the current
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AS via one of its external link. This is actually the first stepthe “hot
potato” rule [TSGRO04].

6. Prefer paths with the nearest BGP next-hop (hot potato)

The remaining paths are all equivalent from a business petisp. It is thus
recommended for a router to select the one(s) that woulducoadhe less
ressources in the current AS. When shortest path routingpbea in the
IGP of the network, this turns to select the path whose exittdthe BGP
next-hop) is the nearest from the current router, in ternt@1GP distance
computed by the IGP process of the router.

7. Apply an arbitrary, stable, rule

From this stage, the tie-breaking is roughly an impleméathoice, which
is aimed at selecting a path and ensuring the stability sfdblection when
the set of paths received by the router does not change agyashithe appli-
cation of the previous rules. Some implementations let diker select the
paths that has been present in the set of available pathsefdorigest time.
Some implementation select the path based on a numericatitogdof the

IP address of the nexthop [RLHO6].

Export filters

Export filters are configured for each iBGP and eBGP sessistableshed by a
BGP speaker.

Based on the community attached by the ASBR which descrlimbusiness
type of a path, an ASBR will be able to decide wether the pdictd as best in
the decision process can be propagated to some other eB&R gdese filters
will typically prevent an AS from serving as a transit AS beem two providers or
two shared cost peers or between a provider and a sharedesst p

These filters can also be used to set MED values, or tag thesradt/ertised to
a peer with some communities to drive the decision procetseafouters that will
process the propagated route.

1.2 Routing Convergence

Routing convergence is the transition from a routing anwv&rding state to an-
other state. Convergence is triggered by a change in théompof the network
or inter-network. Such changes can be caused by two mais tfpevents.

First, events can bsudden physical failures of a lower layer transmission
media such as fiber cuts and power failures. Note that whanahemission media
comes back into service, the corresponding event can alsorsédered as sudden,
even though it is a “good” event for the network.

Second, events can be manual reconfiguration of the netwokknaintenance
operations that affect the routing and forwarding procédsese are justified by
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software and hardware upgrades, removal, or installatfoam lmk or a node of
the network. These events greedictable as they are planned in advance by the
operators. Such events are frequent in ISP networks [N43.

Sometimes, a planned maintenance of hardware can be pt@E\sudden by
an AS. For example, a maintenance performed on a leasedrliimeam Internet
eXchange Point can be seen as an urgent event by the roweerehusing these
ressources.

1.2.1 Intra-domain convergence

Inside a domain, a routing convergence will take the form of@dification of
the Link-State information of the nodes that are adjacetiecaffected link(s) or
node(s). This information will be flooded and routers willZedao recompute their
shortest paths and adapt their FIB according to these ndw.pat
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Figure 1.5: A link failure in the Abilene network

Let us illustrate an intra-domain convergence in the Alglepology depicted
in figure 1.5. Let us assume that the link betwddn and K C fails. 7P and
KC will both trigger the generation of an update of their linktst packet which
respectively prune the linkP — KC and KC' — IP from the topology. Upon
the reception of one of these link state packetsrouter recomputes the shortest
path tree rooted on itself, and download the consequenttepdd FIB entries to
its forwarding engines.

2Due to the “two-way connectivity” check rule applied in commlIGPs, the absence of a link
A — B prevents the reverse link — A from being used, whatever its current state.
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IP and KC will probably be the first nodes to update their FIB, as they ar
the first nodes to be aware of the eveh®. will update its FIB for the destinations
KC,DN,SV,ST, LA andHS. All these destinations will be “rerouted” ta7T".
AT, NY, andW A will also perform some FIB updates to reflect the new shortest
paths in the network, once they receive one of the link-gpatekets describing
the failure. Due to the distributed nature of the converggmocess, some routers
can be transiently inconsistent. For example, the paclegsmd taD N that are
rerouted byl P towards AT will loop back from AT to IP until AT also has
updated its FIB entry foD N. Some distant forwarding loops can also occur, for
example, betweelW A and NY'.

The recovery upon a failure in traditional IGPs is a thusritlisted process,
where distant nodes are also in charge of restoring the ctinitye within the net-
work. We will see in chapter 2 that this aspect of the convergegrocess prevents
us from ensuring a very low upper bound on the convergence dinthe IGP.

1.2.2 Inter-domain convergence

In the global Internet, events triggering a convergenceiiypdle set of paths on
which adjacent routers base their best path selection. 8hdting best path se-
lection may change, so that BGP updates will be advertisdteio peers. Due
to its path-vector nature, the routing information in a n@@écomplete so that
the information about the failure is not necessarily sudfitito perform the right,
definitive, update in the FIB of a router. An “exploration’tisus performed during
the convergence of BGP [LABJOQ].

Let us illustrate this exploration with an example based garé 1.6. If the
usual business relationships among ISPs are applied, tiedp€akers of SP 1
initially select ISP 2 as the neighbouring AS to which packets destined an IP
prefix p homed inStub AS 3 must be forwarded.

Let us assume that the peering link Bi2 in ISP 1 with router R22 in
ISP 2 goes down. As a resuliz12 will run its BGP decision Process to select
another path for prefiy, advertised byStub AS 3. It will select its external path
ISP 5,ISP 2, Stub AS 3. R12 will send a “BGP path update” message towards
R10 and R13 so as to reflect the change.

R10 will rerun its decision process and select this path as i$ path forp.

It will thus send a path update message over its peering lith $tub AS 1 to
update the information relative to the path it uses to rg@ach

R13 will also apply its decision process, but it will prefer itsvio external
path forp via ISP 4 upon the application of the fifth rule of the decision process
described in the previous section. As a reshlt3 will itself send a path update
message towards its iBGP peers.

R10 may change its decision about its best pathyfagain. IndeedR213 could
for example be closer thaR12 according to the IGP metrics, so thRi0 will
once again update its routing tables and send a new patheupaetsage towards
Stub As 1.
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Figure 1.6: A failure in an Internetwork
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Figure 1.7: A failure in an Internetwork

Worst convergence scenarios can occur, where some rotgessently lack of
a path towards a given IP prefix and drop traffic. Let us for gdangonsider in
figure 1.7 the failure of the peering link @30 in ISP 3 with R20 in ISP 2.
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At the failure time, neither?30 nor R32 know the path towardg via ISP 5.
Indeed,R33 did not propagate this provider path as it was less prefesaetpared
to the initial path via the failing shared cost peering links a result,R30 will
start dropping packets destinedptoand R32 will do the same upon the reception
of the BGP “withdraw” message fromR30. R32 will propagate this withdraw
message towardStub AS 4, which will start dropping packets as well. When
R33 processes the withdraw message, it will finally propagageptith vialSP 5
towards its iBGP peers, so that the forwarding of packetsirges top will be
recovered.

These aspects of the convergence (path exploration arsigrahack of alter-
nate paths), and the number of IP prefixes potentially aftebly one single event
renders a BGP convergence an order of magnitude slower tharktate IGP
convergence [WMW 06].
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Thesis Road Map

Our goal is to reduce at most the packet losses that are dhe tB trouting proto-
cols and their convergence upon topological changes. Tiexaebur goals, we rely
on a separation between the recovery process following@dgjal change and
the transition to the new optimal forwarding state in thégfifinetwork, according
to this change. This approach will be followed in the secomdl third part of the
thesis.

The second part of this thesis is dedicated to intra-donmaiting.

We start our work with a simulation-based evaluation of thievergence time
of Link-State Routing protocols like OSPF or IS-I&hépter 2). This study is
based on white-box measurements performed on high-endrsotat evaluate the
impact of hardware and software on the components of theecgexce. Then,
we injected those measurements in a simulator to evaluateotivergence time in
large ISP networks. We propose configuration rules and patenodifications to
the behaviour of routers to improve the convergence time ddnclusion of this
part is that, by essence, the convergence of intra-domatmgpprotocols currently
used on the Internet allows a sub-second convergence, tily meets a sub-50
msec recovery requirement. Thus, such protocols must beleomented by other
techniques to achieve this goal, which motivates the agpro&the thesis.

After that, inchapter 3, we analyse in detail IP Fast Reroute techniques aimed
at protecting links from sudden failures. The main idea ullydey such techniques
is to prepare routers focally recover the reachability among hosts once a device
surrounding them in the topology suddenly fails. The adiperformed by the
routers will let packets reach their destination by follogrpaths around the failed
component, ensuring that packets will not be looped badkdmbde that activated
the protection. For example, in our illustration of figur&,1ZP will be prepared
to perform a simple operation when it detects the failurd Bf — KC, so that
packets will be deviated around the failed link without eufig from transient
loops. Note that the resulting end-to-end paths might dffiem the end-to-end
paths that the routing system would provide with respedbéonew topology and
the configuration of the routing system. Such “Fast Rerotgefiniques have been
proposed for MPLS networks in [LYNO4] and for IP networks in [AZ07, Atl06,
BFPSO05, BSP06]. We present an analysis of the coverage arstathility of such
techniques based on real ISP Topologies, and propose erhants to some of
them.

17
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In a second step, the routing system will be adapted so adotw alpacket
loopfree and lossfree transitionfrom the recovered state of the network provided
by the “Fast Reroute” mechanisms to the post-convergerate dictated by the
new topology and the configuration of the routing system. é&@mple, the so-
lution allows a transition of the recovered path frovy” to DN upon the failure
of the protected linkk P — KC which prevents loops from occuring along the
link NY «— W A for packets destined to the west part of the topology. We mo-
tivate such solutions ichapter 4 by providing an analysis of ISP topologies that
illustrates the conditions under which such transientmscsiencies occur, and that
gives insights on the amount of transient forwarding lodyg tan occur during
the convergence in real ISP networks.

We will propose two different solutions to the problem.

In chapter 5, some modifications to the IGPs will be proposed to avoid-tran
sient forwarding loops and losses. Loop avoidance teckesiguere already pro-
posed for shortest path routing system in the litteratuspeeially for distance
vector protocols, notably in [GLA89, JIM82, SCK3]. Actually, current state of
the art of transient loop avoidance in link-state routingtpcols were transposi-
tions of such solutions to link-state routing protocolst Biese thus missed a very
nice property of link-state protocols; the nodes of suchiesys know the whole
topology. Given a topological change, which can be exjgligitdentified in link-
state routing systems, nodes are able to perform the finsthgomvergence updates
to their FIB. This property allowed us to define a much simpdepfree ordering,
which dramatically reduces the computation and signaltimgrhead of its imple-
mentation. At the early stages of the profegteople from Cisco Systems came up
with a rank-based implementation of such an ordering, whedes computed a
time at which they were allowed to update their FIB withoutaducing forward-
ing loops, while we came up with a fully distributed implertegion of the same
ordering. The solution that is depicteddhapter 5is a mix of both solutions, that
we decided to push forward as it gives a very fast implemiemtaif the ordering
while ensuring its robustness.

In chapter 6, we propose another technique to avoid forwarding loopschvh
relies on sequences of link metric reconfigurations thameouters to adapt to
a topological change without introducing forwarding loogs evaluation of the
time required to adapt to a topological change is presemtetddth solutions. Its
main advantage is that the solution does not require a smgldification to the
routing protocol itself, as reconfiguring a IGP link metrica “feature” that exists
by essence in a link-state routing protocol implementatidhis solution avoids
the long lasting standardization process that is requisedrbtocol modification
proposals, and it would also allow different vendors to iempént different flavors,
optimizations, or simplifications of the proposed solution

The third part of this thesis is dedicated to inter-domautirg.

Fast Reroute Solution as described for intra domain routimgnot apply to

SImproving the convergence of the Igp (ICI)
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protect BGP peering links. We will propose such a featureBGP in chapter
7. Basically, we will introduce a new type of BGP route that Vebiet an ASBR
discover alternate peering links that can be used to prateotvn eBGP peering
links. We will illustrate the problem by showing that BGP geg links fail as
often as intra domain links. Then, we will present the rezmients associated
with the protection of peering links, such as the respectotities. We will then
present the solution in details, from the design of a FIB #ugiports the solution,
to the messages that routers need to exchange to estaldiphotiection. We will
also discuss its applicability of the solution to differdkihds of peering links,
and introduce the problem of the transition to the post-eayence state after the
activation of the local protection.

In chapter 8, we propose modifications to BGP that allows the shutdown of
an inter-domain peering link without introducing trangianreachability of nodes
accross the network. We also describe maintenance pradtieé operators can
apply to avoid transient unreachabilities. Solutions irgyon modifications to
BGP can also be applied in the case of a sudden failures o, limovided that
they are protected with the techniques proposed in chapter 7
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Chapter 2

Achieving sub-second
convergence in an ISP network

In this chapter, we describe and analyze in details the waff@actors that influence
the convergence time of intra domain link state routing grols. This conver-
gence time reflects the time required by a network to readtadailure of a link
or arouter. To characterize the convergence process, wer@sent the results of
detailed measurements performed on router platforms teatwarently deployed
in ISP networks. We determined the time required to perfdienvarious oper-
ations that are required by the convergence process of aiatk protocol. We
then build a simulation model based on those measuremedtsisanit to study
the time required to recover intra domain end-to-end rdaitityaafter a failure in
large ISP networks. Our measurements and simulationsatedibat sub-second
link-state IGP convergence can be conservatively met orsBmletwork without
any compromise on stability.

2.1 Introduction

OSPF and IS-IS are the link-state (i.e. LS) Interior Gate®Reytocols (i.e. IGP)
that are used in today’s IP networks [Moy91, Ora90]. Thosequols were de-
signed when IP networks were research networks carryingdfiest packets.

Their initial goal was to allow the routers to automaticatigmpute their rout-
ing and forwarding tables without consuming too much CPLletduaring network

instabilities. This explains why, until recently, the tgpi LS IGP convergence in
Service Provider networks used to be in tens of seconds [BJV@r02].

Today, IP-based networks are used to carry all types ofdrdffim the tradi-
tional best-effort Internet access to traffic with much mstrengent requirements
such as real-time voice or video services and Virtual Peivdétworks. Most net-
work providers are currently deploying or have already oggdl converged net-
works that enable them to offer all types of data and multismaérvices over a
single IP-based infrastructure.
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Some of those services have strong requirements in termsalit@of Service
(QoS) and restoration time in case of failure. QoS receivied af attention from
the research community and the equipment vendors sinceathenineties. To-
day, ISPs can deploy QoS mechanisms inside their own netwgnotect mission
critical services [FEO5]. Much tighter Service Level Agments (SLA) are now
required in terms of service restoration in case of failulesding to LS IGP con-
vergence requirements from sub-3-second to sub-seco®DQ&, Fil04a]. This
chapter shows that sub-second LS IGP convergence can bereatigely met on
a SP network without any compromise on stabtlity

The chapter is structured as follows: we firstly provide aareiew of a typ-
ical IS-IS convergence. While for ease of reading we use $kSIterminology
throughout the chapter, the analysis equally applies toFOBR then character-
ize in Section 2.3 each of the components of the convergence single router
in terms of its rapidity of execution and robustness againstable network con-
ditions. Next, in Section 2.4 we build a simulation modeldzth®n those mea-
surements and use it in Section 2.5 to evaluate the conveggéne in two large
SP networks and the influence of the characteristics of theank itself on the
convergence.

2.2 Link-State IGP Convergence

A brief overview of IS-IS can be found in chapter 1. A more dethdescription
of 1S-IS can be found in [Ora90, WRO3]. IS-IS supports a rdelel hierarchy,
but as most large ISPs running IS-IS use a single level, wetoansider it in this
chapter.

The overall operation of an IS-IS router can be sketched ksnw®. First,
the router will exchange HELLO PDUs with its neighbours teedsnine its local
topology. The router will then describe its local topologgide a link-state packet
(LSP) that will be reliably flooded throughout the networkigLSP will contain
at least the identifier of each neighbour, associated wehmibtric of the directed
link from the router to this neighbour. Note that a mechanisfied two-way con-
nectivity check allows routers to use a link (i.e. to consil@s being part of a
path to a given destination) only if both adjacent routerscdbe it as being up
and running [Ora90]. The LSP will typically also containonfation about the
IP addresses attached to the router as well as various appanameters such as
the Traffic Engineering information [WRO03]. When broadcastworks, such as
Ethernet LANS, are used, the situation is slightly différédn each broadcast net-
work, the IS-IS routers attached to the network will eleceaidgnated router. This
router will "represent” the broadcast network and will gate a LSP describing
this network and the routers attached to it. Thus, an IS-rattached to several
broadcast networks may generate several LSPs.

A part of this chapter has been published in [FFEBO5]
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With IS-1S, two types of events can force a router to flood a h&#. First,
a new LSP is generated and flooded each time the informatiotaioed in the
LSP (neighbours, IP addresses, metrics, TE informatignchanges. Timers can
be configured to throttle the rate at which such changes avddtbthrough the
network. Bandwidth thresholds have also been made confiputa control the
rate at which TE information updates are flooded by routelGH89]. Second,
to avoid problems in case of undetected memory or transomissirors, each LSP
has a lifetime. Upon expiration of the LSP’s lifetime, itggat router must flood it
again. While the 1S-1S specification did mention a defafiitime of 20 minutes,
in practice, large SP’s usually set it to its maximum value. (18 hours) to reduce
the background flooding noise.

To ensure that LSPs are reliably flooded throughout the ré&jveach LSP is
acknowledged on each link. When the IS-IS specification waten, the link
speeds were much lower (i.e. T1) and the CPU’s were much sloence, in
order to prevent LSP packets from congesting links and oadihg neighbours’
CPU’s, a pacing timer of 33ms was specified between any tweemtive LSP
transmissions on the same link.

Once a LSP describing a topology change has reached a ribigenguter up-
dates its Link State Database (LSDB) which triggers a regoagdate the routing
table (i.e. commonly called Routing Information Base, RIB) update its RIB, a
router must compute is Shortest Path Tree (SPT) based onftrenation stored
in the LSDB. The RIB update itself triggers the update of tlhewarding Infor-
mation Base (FIB). The FIB is a copy of the RIB that is optimiger forwarding
efficiency. On distributed platforms, the convergence @sscends with the distri-
bution of the FIB modifications to the various linecards & thuter.

In summary, a typical 1S-IS convergence after a link failoaem be character-
ized asD + O + F + SPT + RIB + DD whereD is the link failure detection
time, O is the time to originate the LSP describing the new topoldtsr ahe link
failure, F' is the complete flooding time from the node detecting thaufail(i.e.
Failure node) to the rerouting nodes that must perform a F@ate to bring the
network in a consistent forwarding stateP7" is the shortest-path tree computa-
tion time, R1 B is the time to update the RIB and the FIB on the main CPUand
is the time to distribute the FIB updates to the linecarddédase of a distributed
router architecture.

2.3 Components of the convergence time

This section characterizes each convergence componegris of its rapidity of
execution and its robustness against unstable networktaorsd

The measurements presented here have been obtained byniasting a Cisco
12000 router with a GR&processor and Eng2 PoS linecards. To perform measure-

2In reality, most such types of routers are now equipped WRIPP processors which are more
than twice as performant as the GRP and with more recendideavith much faster LC CPU'’s. This
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ments, the unit under test was inserted in an emulated |1®48ank of 700 nodes
and 2500 prefixes. It was running BGP with 160000 routes. ShiktBes were
sent to the UUT to obtain an average 5-min CPU utilisation@#odit is rare for
such routers to have an average CPU utilisation higher tB&f).10n top of this
excessive load, 16 BGP flaps per second were continuoustytséurther stress
the router.

2.3.1 Router Architecture, Processor Performance, Operatg system

A distributed router architecture with hardware packetcpssors is very well
suited for faster IS-IS convergence as it dedicates all R&) @ower to the sole
control plane operation: the central CPU (also called RRles all the routing
protocol operations (IGP, BGP, RIB, FIB) and downloads th#® &pdate to the
CPU’s on the linecards which write them into the hardware&pBprocessors.

The operating system run by the RP and LC CPU’s implementsoeeps
scheduler with multiple priorities and preemption cagtieg. This allows for ex-
ample for the 1S-IS process to be scheduled immediately lipkrailure even if
a process of lower priority was running at that time (e.g.,aant@nance process).

During a convergence on a distributed platform, at leastfvezesses of the
same priority must share the CPU: the 1S-IS process to ugHat®IB and FIB,
and the so-called IPC process to distribute the resultiyribdifications to the
LC CPU's. The RIB update being the key bottleneck, pricaitian techniques have
been developed to ensure that I1S-IS starts the RIB updaletigtmost important
prefixes. To ensure that these most important modificatiom$namediately dis-
tributed to the linecards, a small process quantum is oftad (i.e. 50ms). In
practice, this leads to the following operation: immediatdter completing SPF,
IS-IS starts updating the RIB with the most important prefixg/hen thes0ms
guantum is over, the IPC process is scheduled and these mpsitant updates
are distributed to the linecards. When fitens quantum is over, the 1S-1S process
is rescheduled and the RIB updates continues followed biP@alistribution and
so forth. In the worst-case, in very large networks with lot$S-1S prefixes, ten
or more such rounds may be required which would lead to wease convergence
time for the last prefix over the second. The use of this RIBatggrioritization
technique and the parallelism between the RIB update andriBedistribution
to the linecards ensure that the most important prefixes @ulatad well under a
second as we will see later.

2.3.2 Link Failure Detection

The dominant use of Packet over SDH/SONET (POS) links in SRdzmes and
hence the ability to detect a link failure in a few tens of reétonds is a major
enabler of sub-second IGP convergence.

slower hardware combination was chosen to emphasise tlseative property of the analysis.
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Inbuilt mechanisms in SDH and SONET (Loss of Signal (LOSk4.of Frame
(LOF), Alarm Indication Signal (AIS) etc.) allow the linechhardware to detect
the failure in less than 10 milliseconds. Immediately théer, a high-priority in-
terrupt is asserted on the LC CPU which causes a POS routiedrecuted. This
routine enforces a user-specified hold-time which, if camfgl, delays the com-
munication of the failure to the central CPU to allow for th@$ET/SDH protec-
tion to occur (sul0ms in most cases, subtOms in extreme conditions)[VPDO04].
If such protection is not provided by the SONET/SDH netwahien the user will
not configure any such delay and the failure will immediatedysignalled to the
common CPU [Cisc]. This latter will update the interfaceis$aand hence sched-
ule 1S-1S for reaction. We repeated 5000 POS failures anduned the delta time
between the high-priority interrupt on the LC CPU and whenI®+-IS process is
scheduled on the main CPU.

The objective of the test is to characterize, in a loadedidiged-architecture
router, how much time is added by the software infrastriectorthe subtOms
failure detection provided by the SONET hardware. In the lle measured
Percentile-90 wa8ms (for a total worst-case detection td + 8 = 18ms). The
measured percentile-95 waéms and the worst-case measurement %/ags.

This confirmed the theoretical expectation: in almost al tases, the rapid
SDH/SONET hardware detection on the LC is complemented aviphompt sig-
nalling from the LC CPU to the main CPU leading to an overatedgon of less
than20ms. When the control plane load increases, although very sacemfirmed
in our test results, it becomes possible that another psogas owning the CPU
when the detection occurred on the LC. In the worst-cass, gtocess is, first,
of the same priority as IS-IS (i.e. BGP); second, it was sualeetljust before the
failure occurred; third, it is busy enough to consume itsduantum of50ms.

While POS represents the vast majority of link types betweaters, the same
sub20ms property was confirmed for two other common link types: bazkack
Gigabit Ethernet and Spatial Reuse Protocol (SRP).

When SONET/SDH link or path alarms are cleared (indicatidiglaor node
recovery), timers are used to hold the interface down fordafitianal 10s before
the routing protocols are informed to ensure robustnessisiganstable situations
such as flapping links. Router vendors have generalisechtbddce state damp-
ening concepts to non-POS links and have extended it withtegaimers, which
can change their rate of responsiveness based upon thitystabthe interface
[Cisa]. This "dampening" of good news protects the routingtgrol from net-
work instability, caused by flapping links for example.

For link-layers which do not have such a link management luéiya the
worst-case time to detect a failed neighbour is dependemn tipe hello mecha-
nism of the IGP. With the use of faster IGP hellos [PMAOQ1], Wherst-case time
to detect neighbour failure can be much reduced, resultinghproved conver-
gence times. The IGP Hello protocol has been however buitilgntor adjacency
discovery and parameter negotiation and is most often stggpon the central
processor card of a distributed-architecture router. thus unlikely that very fast
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failure detection may be achieved, as it would require amisive use of the central
processor.

To implement faster hello’s, Bidirectional Forwarding Betion (BFD) can be
used [KWO06]. The main advantage of BFD over the Hello messaddS-IS is
that BFD can be easily implemented on the linecards themselfhus, shorter
time limits can be set and a fast detection is possible withmjor impact on the
main CPU.

In conclusion, the majority of the routers benefit from suenyvfast failure
detection (sut20ms) mechanisms without any compromise on stability.

2.3.3 LSP Origination

A rapid dissemination of updated Link State Packets is ¢sddar rapid conver-
gence. But an unstable device can lead to the generation eéfaassive number
of LSPs.

Traditionally LSP generation timers have been staticadlfireéd, that is they
were set to fixed values [Ora90]. Those statically define@itave been set to
limit the routing protocol overheads incurred during tineésietwork instability,
more precisely when links flap. This consequently also ingp#te convergence
times that can be achieved in a stable network.

To overcome this problem and to achieve both rapid and stabieergence,
dynamic, rather than static, timers have been introducednitrol the LSP gener-
ation process [Mar02]. The concept of dynamic timers is they can adapt their
duration and hence responsiveness depending upon thétgtabthe network.
When the network is stable, the timer is short and ISIS remitkén a few millisec-
onds to any network topology changes. In times of networtalribty, however,
the timer exponentially increases in order to throttle e 1of IS-IS response to
network events. This scheme ensures fast exchange of ganformation when
the network is stable (down to a fews to 10’s ofms) and moderate routing pro-
tocol overhead when the network is unstable, thus allowtregrnietwork to settle
down.

The duration between when ISIS is scheduled and the LSP ajerers fin-
ished was measured on the previously described testbethahsured percentile-
50 and -100 wer&m.s and12ms.

In conclusion, the origination time is extremely fast=£ 12ms) without any
compromise on stability.

2.3.4 Flooding

The flooding time from the Failure node to the Rerouting nadeise sum at each
hop of the bufferisation, serialization, propagation a@m&l SIS processing time.
Serialization, the time taken to clock the packet on the, liskiegligible on a
SP backbone (1500 bytes are sent in less thareb OC48 speed). Bufferization is
also negligible: most SP networks are capacity planneddauit®ngestion [Cas01]
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and routers prioritize routing updates through input antgaibuffers, as proposed
notably in [SVKDOO].

We will evaluate the impact of the propagation delay on thE E&nvergence
with the simulation model in section 2.4. We focus the remairof this section on
optimizations for fast flooding time per hop [Cisb] and tHals characterisation.

First, a single-threaded 1S-IS implementation must enthatthe LSP is flooded
before the RIB is updated. Indeed, this latter can take atkendreds of millisec-
ond and such a delay would jeopardize the overall networkergence when the
local node is not the sole rerouting node.

A second important optimization enabled with fast floodirghdwiour is re-
lated to the pacing timer. The value 88ms suggested by the IS-IS specification
[Ora90] is outdated by current link speeds (40G nowadayslviblyears ago) and
processor performance. Using this timing is potentiallitegdamaging to the IS-
IS convergence time. Indeed, upon a node failure, in thetvoarse, all the LSP’s
of the neighbours of the failed node are required to compheecorrect alternate
path(s). Assuming a node with 10 neighbours, we see thatthétldefault pac-
ing timer suggested by the IS-IS specification, the last L&Rdcbe unnecessarily
delayed by300ms.

Fast flooding has been introduced to overcome the effecta@h@ on con-
vergence. lts ideal implementation bypasses pacing on H&®slescribe a new
link-state change event, and applies pacing on Refresh &HSPs. Such an
implementation requires that link flaps do not trigger aidtLSP origination de-
scribing unstable link states. More conservative impletagns of Fast Flooding
let routers bypass the pacing on the same kinds of LSPs, éduifst size is con-
trolled and pacing is re-applied by routers detecting thagrdigurable amount of
LSPs have been fast flooded within a configurable amount & fdisb].

In order to characterize the resulting fast-flooding betaiwe send a LSP
to the previously described UUT and measure the time urgikime LSP is seen
on its other interfaces. The measured Percentile 90, 95@Mhdbt 1000 measure-
ments were respectiveBms, 28ms and52ms. As for the link failure detection,
this worst-case is measured very rarely as it requires thbowtion of two con-
ditions: a process of the same priority as IS-1S was schddui before the event
and was busy enough to consume its entire process quantyradiice, the prob-
ability of occurrence will even be smaller and this worsteahould be neglected.
Indeed, due to the meshing of the networks, several paydlits exist between
the failure and rerouting nodes and hence for the worst aaseally occur, the
conditions must occur at the same time along all the parngéitis.

In conlusion, we have shown that the time to flood one LSP ifigibte com-
pared to the sub-second convergence objective.

2.3.5 SPT Computation

The dynamic timers described in the context of controllir@PLgeneration in sec-
tion 2.3.3 have also been applied to control the occurren@P& recalculations
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[Cis04b]. This allows IGPs to be tuned such that when the oidve stable, their
timers will be short and they will react within a few millisends to any network
topology change. In times of network instability, howevitle SPF timers will
increase in order to throttle the rate of response to netwoehts. This scheme
ensures fast convergence when the network is stable andatedeuting protocol
processing overhead when the network is unstable.

The computational complexity of a typical implementatidintlee SPF algo-
rithm is O(nlog(n)) wheren is the number of nodes [Dij59]. Therefore, in a net-
work designed for fast IGP convergence it is best practiseitimise the number
of nodes in the topology. For example, Ethernet connectiges as point-to-point
links between routers should be modelled by the IGP as poiptint links rather
than multi-access links to avoid introducing too many psenddes in the topol-
ogy.

Incremental SPF (iISPF) [MRR79] is an important algorithimptimization to
SPF computation and hence should be considered for a faRiconvergence
[AJYO00]. iISPF analyses the impact of the new LSP/LSA on trevipusly com-
puted SPT and minimises the amount of computation requiFex. example, if
the change only involves "leaf" information, e.g., a new tEfix has been added
to node X, then the previous SPT is still correct and all teatguired is to read
the best path to node X and add an entry in the routing tabléhfoprefix via
that path. This operation is called partial route calcatatind is notably described
in [Cal90]. Another straightforward example relates tdklufeletion. When the
topological change does belong to the previous SPT, iSR¥frdates the subset
of nodes impacted and restarts the SPT computation frors,theusing the non-
impacted region of the previous SPT. The further away tHartgithe smaller the
impacted subset and hence the bigger the iISPF computatiorcgapared to a
full SPF. Last but not least, if the link does not belong tofhevious SPT then the
whole SPF computation may be skipped, as the old SPT is alitl.v

We varied the size of the IS-IS network connected to our UWMmfi500 to
10000 nodes and measured the duration of a full SPT computiati each network
size. The obtained distribution showed a good linedity > 0.99) with the cloud
size: Full-SPT(PRP2 processer¥d5us per node. A network of 700 nodes (large
by current standards) is thus computed in the worst-ca3ke #m s. In practice, the
computation will often be much faster than this thanks to$#F optimization.

In conclusion, we have shown that the SPT computation isut@dovery fast
(tens of milliseconds) and without any compromise on stghitlynamic throttle
timers).

2.3.6 RIB and FIB update

The RIB/FIB update duration is linearly dependent with tlhnber of modified
prefixes.

Routers have been improved to only modify the impacted psfitn the past, in some cases,
the full FIB was rewritten [SGO01]
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Our UUT is once again used and a link failure is created suataththe 2500
prefixes from our topology are impacted by the failure. Pagkserators create
11 streams, each of 1000 packets per second. The 11 strearagqually spread
across the full table size (position1, 250, 500...2500).

RIB/FIB update time, PRP1-ENG4
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Figure 2.1: Minimum, Percentile-50, Percentile-90 and imaxn RIB+FIB up-
date time with PRP1 processor and Eng4+ linecards

We repeated the measurement 100 times and plot in figure  Aetttentile-
0, 50, 90, 100 and the average update time. We repeated dwsenith various
processor speeds (GRP, PRP1, PRP2), various linecard tgpakversus remote
failure types and load balancing or not prior to the failuFég 2.1 provides the
results when the UUT is equipped with a PRP1 processor, Eligdeards, the
failure is remote from the UUT and the UUT was not load-ballagdefore the
failure.

As expected, the results primarily depend on the main psaocgzerformance
(i.,e. a PRP1 is twice more performant than the GRP. A PRPXtigsrfahan the
PRP1) as this is the key bottleneck in the convergence modée type of failure,
the type of linecard, the load balancing state have a veryenabel impact on the
measured convergence and hence can be neglected in thademaithis analysis.
A linear regression on the percentile-90 indicated a castqéing table update of
~146us. This is the cost per RIB/FIB update.

Three approaches exist to minimize the RIB/FIB update corapb network
design rule to minimise the number of IGP prefixes, protocu anplementa-
tion optimisation to allow the prioritization of some prefsxabove others dur-
ing RIB/FIB update and finally the intrinsic optimization thie table management
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code. We will discuss here the two first approaches.

At the extreme, a designer could recognise that the only itapbprefixes that
should be present in the IGP are those tracking premium godéstinations (e.g.,
subnets with VoIP gateways) and BGP next-hops. All the gthefixes only track
links interconnecting routers and this information coutddolvertised in iBGP. Un-
fortunately, many networks have not been designed likeathisistorically people
did not care a lot about convergence. It is thus likely to sse®l thousands pre-
fixes in the IGP of a large SP network while only a small fratid them are really
important. We thus face a problem where the RIB/FIB updatepmnent linearly
scales by a number of several thousands while this numbeildsio reality be
much smaller.

Introducing prefix prioritization solves this problem: tingportant prefixes are
updated first and hence the worst-case RIB/FIB update daratiw scales based
on a much smaller number (the number of important IGP prefisespposed to
the total number of IGP prefixes). Prefix prioritization f&-IS has been defined
in [Cis03]. It introduces three priorities (high, mediurow) and guarantees that
the routing table is always updated according to theseifiei®r A default heuristic
classifies the /32 prefixes as 'medium’ priority and the oftrefixes as 'low’ pri-
ority. The /32 prefixes are indeed likely more important thérer prefixes as they
characterize BGP speakers and tunnel termination ser(iieed. 2VPN). Finally,
a customization scheme based on IS-IS tagging is providgdgabnet with VoIP
gateways can be classified as 'high’ importance and hentalwihys be updated
first).

2.3.7 Distribution Delay

As we saw previously, the router implementation is optirdi®allow for the par-
allel execution of the routing table update on the centrdU@Rd the distribution
of these modifications to the linecards.

The distribution of this information may be further optirtwith for example
the use of multicast transport between the central CPU antintacard CPU's.

Reusing once again the same testbed, we measured the dedtdeiween
when a prefix is updated on the central CPU and when the redatieyl is updated
on the LC. As expected, this 'distribution delay’ was meaduio be on average
less tharbOms and in the worst-case less th@ahmns.

2.4 Simulation Model

The previous sections identified all the factors that infagetine convergence time
inside each router. In a large SP network, the total conveseime will also
depend on factors that depend on the network itself. To atalinose factors, we
modified an OSPF implementation [Jac] for the SSFNet Simuf®en] to take
into account the particularities of I1S-IS and the white-boxasurements presented
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earlier.

2.4.1 Router model

The measurements analysed in section 2.3 show that theneadations in the
measured delays. Those variations are due to severaldaioh as the physical
architecture of the router, the scheduler of the router&raiing system, ... To take
those variations into account, we modified the simulatorge a delay within a
[min, max] range each time an event duration is considered in the sionulehe
simulator randomly chooses a delay within the provided kbisunAlthough the
measurements reveal a non-uniform distribution of the FjBate time, matching
this distribution in the simulations would not provide maecurate simulation
results because the position of a prefix in the RIB/FIB vafies one router to
another, so that the time at which a prefix entry would be wguiétnds to be
homogenized.

The first component of our model is the time required to detefailure of a
link. For a low delay link, we use the lab measurements pteden section 2.3.
For long delay links such as trans-oceanic links, we ranga@lect one location
and take into account the time to propagate the failure tetesignal from this
location to the two routers. In both cases, the two rout¢eslaed to a link will not
detect its failure exactly at the same time.

Once a simulated router has detected a failure, it will oatg a new LSP. We
do not model the LSP generation timers in the simulator almvethe router to
flood its LSP immediately. Doing this matches the recommernutaicy of not
delaying the propagation of “bad news” about the state &Elin

When a simulated router receives an LSP, it processes thisih$2,4ns.
Our router model supports both normal pacing and fast flgpdi® described in
section 2.3.4.

After the arrival of a LSP indicating a failure, a simulatediter needs to decide
when to perform the SPT computation. We model the exporidrdigkoff mech-
anism described in section 2.3.5. This mechanism is corfthwith three parame-
ters:spf_initial_wait, spf_exponential_increment andspf _maximum_wait.

In our simulations, we model the SPT computation time as atiom of the
number of nodes in the network with some jitter to take intocamt the other
processes that may be running on the router's CPU. We onlsidenthe full SPT
computation and do not model the incremental variants. Tadettbe time required
to update the FIB of a router, we first compute the number dixae whose FIB
entries have changed. The FIB update delay is then obtaweduliiplying the
number of FIB entries to be updated with the time requiredpdate one entry.
Our simulator models two types of FIB updatestaticandincremental With the
static FIB update, the simulated router updates the FIB/aiteach prefix after
a recomputation of the SPT. This corresponds to routers asithose analysed in
[SGO1]. With the incremental FIB update, the simulated eowinly updates the
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FIB entries for the prefixes whose nexthop has been modified thie recomputa-
tion of the SPT. This corresponds to the measurements disgus section 2.3.6.

2.4.2 Convergence time

In section 2.3, we evaluated the convergence time of a rainyteending packets
through it and measuring the delay between the failure aadrdnsmission of
the first packet on a new interface after update of the FIBs Hjpiproach is not
applicable for a large simulated networks because up to a@tewired of routers
must be considered and sending packets is expensive imtlasor. Furthermore,
sending packets as used by [PItBB] only samples the routers’ FIBs at regular
intervals.

To evaluate the convergence time of a network after a failveeuse an ap-
proach similar to the one used by Kerapula et al. in [KCIBOAhen there are
no failures inside the network, the routing is consistemt, any router is able to
reach any other router inside the network. After a link fiag|ithe routers that were
using the failed link need to update their FIB. Each routdrwyidate its FIB at its
own pace, depending on the arrival time of the LSPs and itBgumation. While
the FIBs are being updated, the routing may not be consiatgmhore. To deter-
mine the convergence time, we check the consistency of e &f all simulated
routers after the update of the FIB afiyrouter. To do this, our simulator follows
all the equal cost paths that a packet sent by a rdiiteith D as destination could
follow. If there is a forwarding loop for angource — Destination pair or if a
router is forwarding packets on a failed link, then convamgeis not reached. We
define theinstant of convergencas the last moment at which the routing becomes
and remains consistent. Note that it is possible to find s where the net-
work converges transiently, then goes back into an inctergisorwarding state,
to finally reach a consistent forwarding state. This is tresoa why we say we
consider the last transition to a consistent forwardingesta

2.5 Simulation Results

In this section, we used the simulation model described énpifevious section
to first evaluate whether sub-second convergence afteralinkrouter failures is
possible in large SP networks. We analyse the impact of tloglifig component
on the convergence time. We show that the RIB/FIB Update compt is the
determinant one and explain why fast-flooding is requiregliokly converge after
a router failure.

We use two representative, but very different SP topologi€ke first one,
GEANT, is the pan-European Research Network [GEA]. It caimall the Na-
tional Research networks in Europe and has interconnectioth research net-
works in other continents. GEANT is composed of 22 routetsin?Europe and
one in New-York, USA. The network topology is highly mesheithva lot of re-
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dundancy in the core (Germany, Switzerland,France, UKh&t&inds) and fewer
redundancy in the other parts of the network. Each POP is osetpof a single
router. It mainly contains continental links, which meamattink delays are gen-
erally very low, except links that connect the network to élseess router in New
York.

The second studied network contains the backbone nodesat@dwide Tier-1
ISP. The backbone of this network has about 200 routersnoutdurope, Amer-
ica and Asia. It is representative of a large commercial S®or&. Each POP
is usually composed of two core routers as well as severakggton and access
routers. In each POP, the core routers terminate the highdtin inter-POP links
and are interconnected with redundant links.

To ease the comparison between the simulation results, ivetesg the same
parameters for each network. Table 2.1 reports the valual tife relevant para-
meters. The only differences between the two networks &&B#F computation
time that is function of the number of nodes and the numberefixyes advertised
by each router, obtained from an IS-IS LSP trace.

Table 2.1: Simulation parameters

Isp_process_delay [2,4]Ims

pacing_timer {6,33,100}ms

fast_flooding on/off

spf_initial_wait {10, 25,50, 100} ms

spf_exponential_increment {25, 50, 100}ms

spf_maximum_wait 10000ms

spf_computation_time [20,30}ns in Tier-1 ISP
[2,4]ms in GEANT

rib_fib_prefix_update_delay [100,110]us/prefix

rib_fib update type incremental/static

2.5.1 IGP convergence after link failures

We begin our simulation study with link failures, the mosiquent event that can
occur in the topology of a network [MiB04]. For GEANT, we simulated the
failures of all links. For the Tier-1 ISP, we simulated théuiges of the 50 most
loaded links.

When a link fails, the two routers attached to it detect thlerfa and originate
a new LSP. Thanks to the two-way connectivity check [Ora8dihk is considered
as having failed as soon ase of the two LSPs containing the link has been re-
ceived by a rerouting router. This implies that the first L88eived after a failure
is sufficient to allow any rerouting router to update its FIB.
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We first used simulations to check that the sub-second |IG#ecgence target
could be met in the GEANT network. We simulated the failureath link. In fig-
ure 2.2, each curve shows the sorted simulated convergiemes for the failure of
each of the 36 links in GEANT. For the simulations, we setd¢hg initial_wait
to 10ms or 100ms and evaluated the impact of the type of FIB update. The sim-
ulations show that the sub-second convergence after lihkdais easily met in
the GEANT network. This was expected given the propagatalays in the net-
work, and its size. A closer look at the four curves in figuizshows that a lower
spf_initial_wait reduces the convergence time. The simulations also show the
benefits of performing an incremental FIB update. The gaimj®rtant because
when a link fails, only a small portion of the prefixes are reatvia the failed link,
and hence must be updated.

Convergence for links of GEANT
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Figure 2.2: Convergence time for the link failures of GEANHifial Wait value
set tol0ms and100ms, Static and Incremental FIB Updates

Achieving sub-second IGP convergence in Tier-1 SP netwisrksore chal-
lenging given the number of nodes, prefixes and the largkrdelays found in a
worldwide network.

Figure 2.3 shows that with all the considered parametersseabnd conver-
gence is achieved. The simulations have been performetiédsQ links carrying
the largest amount of source-destination paths. The dw@ravergence time in
the Tier-1 SP is larger than in GEANT. This difference is nhattue to three fac-
tors. First, the link delays are larger in the Tier-1 SP. &dcthe Tier-1 SP contains
more IGP prefixes than GEANT. Third, the larger number of sad¢he Tier-1 SP
leads to a longer SPF computation time. As for the simulatiwith GEANT, us-
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ing alowspf_initial_wait and incremental FIB updates reduces the convergence
time. Note that in the Tier-1 SP, the benefit of using incretaleRIB updates is
much higher than in GEANT. This is because the total numberefixes in the
Tier-1 ISP is ten times larger than the number of prefixes iIASE

Convergence for links of TIER-1 ISP
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Figure 2.3: Convergence times for 50 link failures of TidiSP, Initial Wait value
set tol0ms and100ms, Static and Incremental FIB Updates

To evaluate the impact of the topology on the IGP convergenegrerformed
simulations with several modifications to the topology & ffier-1 ISP. We used
the best simulation settings obtained from figure 2.3,1i0eas spf_initial_wait
and incremental FIB updates.

First, to evaluate the impact of the link propagation delayshe convergence
time, we built a new topology with all link delays set to ondlisécond. Figure 2.4
shows that the IGP convergence times are only slightly redlwith this modifica-
tion. This is mainly because first the SPF and FIB update temeshe key factors
in the IGP convergence of the studied network. Second, tliev@ights in this
network, as in most SP networks, were set to favour rerowtioge to the failure.
This implies that rerouting occurs close to the failed linkl aence the propagation
time of the LSPs is a small component of the overall convargen

Second, we modified the Tier-1 SP topology and set all linkgimsi to one
instead of the weight configured by the operator. The sinmriatshow that this
setting increases the IGP convergence time. This is beaaitsesuch weights
the rerouting routers can be farther from the failure thathwhe IGP weights
configured by the network operators. Another consequentieioveight setting
is that the FIB of more routers needs to be updated after ealcdinef.



38 Chapter 2. Achieving sub-second convergence in an ISP netwo

Convergence with modified TIER-1 ISP topologies
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Figure 2.4: Convergence time for the link failures in the iified Tier-1 ISP, Initial
Wait value set td 0ms, Incremental FIB Updates

We obtained the most significant improvements in the comrerg times by
reducing the number of prefixes advertised by each routeen/dach router ad-
vertises a single prefix, convergence times are halved fanynall the considered
failures in the Tier-1 ISP. This shows that the number of aiked prefixes is one
of the most important components of the convergence time.

Similar results were obtained with similar modificationdtie GEANT topol-

ogy.

2.5.2 IGP convergence after router failures

Besides independent link failures, ISP networks also neddde correlated link
and router failures [MIB04]. To model such failures, we consider that all the
links attached to a router fail at the same time. There arerdipes of SRLG
failures (e.g. all links using the same optical fibre), butdig not have enough
information on the physical structure of the simulated reks to correctly model
those failures. For GEANT, we considered the failures of@lters while for the
Tier-1 ISP we only simulated the failures of the 23 routetaddted to the 50 links
carrying the largest number of source-destination pattoaitfih the network.

The main difference between the failure of a single link drelfailure of mul-
tiple links is that in the latter case, the first LSP receivgdbouter is not always
sufficient to describe the entire failure. In the case of aenofailure, all the LSPs
of the neighbours of the failed router might be necessaryotoectly update the
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FIB.

To evaluate the convergence time in the case of a routerdailve first con-
sider a configuration that corresponds basically to IS-18ers that have not been
optimised for fast convergenc&3ms pacing timer without fast-flooding and static
FIB updates.

Convergence time for the router failures of GEANT, Static Fib Updates, Fast Flooding off, Pacing 33 msec
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Figure 2.5: Convergence time for the router failures of GHARtatic FIB Up-
dates, Fast Flooding off, PaciBgms

The simulations performed in GEANT (figure 2.5) show thas tharameter
setting allows to achieve sub-second convergence in caseutdr failures. In
GEANT, the worse convergence time after a router failure kwas thar250ms.
Surprisingly, the convergence time for some router falusasOms. In fact, ac-
cording to the IGP weights used by GEANT, those routers astwds and do not
provide any transit. When such a stub router fails, the raaitity of the other
routers is not affected. A closer look at the simulation lisseported in figure 2.5
shows that the value of the f initial _wait parameter does not have the same
influence as with the link failures. For some router failute GEANT network
can converge faster with ®@0ms spf_initial_wait than when this parameter is
set to25ms. The simulation traces revealed that witRfans spf_initial_wait
some routers in the network had to update their FIB twice ltmathe routing to
converge. Those recomputations increase the convergemee t

We used the same parameter setting for the Tier-1 SP. Fighishaws that, in
this case, the sub-second convergence is not achieveduiar failures. We can
see that for only 60% of the router failures, the convergdmoe is between 200
and400ms. For the other router failures, the convergence time carsbegh as
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Convergence for TIER-1 ISP, Pacing 33 ms, Fast Flooding Off, Static Fib Updates
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Figure 2.6: Convergence time for 23 router failures of Tid6P, Static FIB Up-
dates, Fast Flooding off, PaciBgms

1400ms. A closer look at the simulation traces revealed the reaiwrikose large
convergence times.

The main problem is that some routers update their FIB bdfaveng received
all the LSPs of all neighbours of the failed router. Unfodtedy, this first update is
not sufficient to allow the router to compute a correct FIB arscond, and some-
times third, update of the FIB is necessary. Given the nurobgrefixes advertised
in the Tier-1 SP, those multiple static FIB updates explaiuad660ms of the to-
tal convergence time. The remainiGg0ms for some router failures are due to
a cascading effect. With a single-threaded IS-1S impleat@nt, a router cannot
participate in the flooding of LSPs while it is recomputing 8PT or updating its
FIB. With the standard pacing timer 88ms and aspf_initial_wait of 25ms, a
router can only receive one LSP from each of its direct neaght before deciding
to recompute its SPT. In some cases, corresponding to thpdefof figure 2.6,
those early LSPs are sufficient to correctly compute the fihland allow the
network to converge. However, for the router failures cgponding to the right
part of figure 2.6, the router spends alm2¥ms to recompute its SPT and update
its FIB. During this time, it does not flood LSPs and thus rougownstream do
not receive updated LSPs and compute incorrect SPTs and WBwserified this
by analysing the traces and by setting the pacing timéb@ens. In this case, the
convergence time was much larger. Whendh¢ initial_wait is set to50ms or
100ms, the convergence time is reduced but still rather large.

To solve this problem, we must configure the routers to erthatethe routers
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only trigger their SPT computation once they have receillgti@L SPs describing
the failure. This is possible by using the fast-flooding natdm described in
section 2.3.4.

Convergence for TIER-1 ISP, Fast Flooding On, Static Fib Updates
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Figure 2.7: Convergence time for 23 router failures of ther-Ti ISP, Static FIB
Updates, Fast Flooding on

Figure 2.7 shows that when fast-flooding is used togethdr thi¢ static FIB
updates, the sub-second convergence objective is eastlyffamall considered
router failures in the Tier-1 SP. For 60% of the router faaki(left part of fig-
ure 2.7), thespf_initial_delay only has a limited influence on the convergence
time. For the remaining router failures (right part of fig@r&), aspf_initial_wait
of 100ms provides the lowest convergence time. Wittbans or 50ms spf_initial_delay,
the simulation traces reveal that some routers are forcpdrform more than one
update of their FIB, leading to a longer convergence time.

Besides the utilisation of fast-flooding, another possinledification to the
configuration of the router would be to use incremental FIBaips. For the link
failures, the improvement was significant.

Figure 2.8 summarises the simulations performed with ffastding and in-
cremental FIB updates in the Tier-1 SP network. These stimuka show that
sub-second convergence is conservatively met also forahenr failures in this
network. As explained earlier, the main benefit of using incremeRtBlupdates
is to reduce the time required to update the FIB in all routéfhen a failure affects
only 10 prefixes on a given router, the FIB update time is ailauns compared

“Note that they scale changed in figure 2.8 compared to figure 2.7.
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to the220ms static FIB update time. This implies that even if a routeggdrs its
SPT computation too early, it will block the LSP flooding foslaorter period of
time. Furthermore, if a router needs to update its FIB twiben fewer prefixes
will be modified during the second update and this updatebeilfaster.

Convergence times for TIER-1 ISP, Incremental FIB Updates
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Figure 2.8: Convergence time for 23 router failures of Tid&P, Incremental FIB
Updates, Fast Flooding on

We also used this simulation scenario to evaluate how theecgence time
was affected by the configuration of the exponential baake&f€hanism associated
to the SPT trigger. The simulation results shown in figurer@al that the most
important parameter is the f_initial_wait. As explained earlier, it should be set
to ensure that for most failures, all LSPs have been recéiyad routers before the
computation of the SPT. Our simulations do not indicate amgg setting for the
spf_exponential_increment. Finally, the setting of thepf maximum_wait
depends on the acceptable CPU load on the routers durin@rieitstabilities.

We also performed simulations with fast-flooding and inceatal FIB updates
in the GEANT network. The simulation results reported in feg@.9 show that a
low spf_initial_delay combined with a lowspf_exponential_increment pro-
vide the best IGP convergence times. A lewf _exponential_increment is suf-
ficient in this network given the small number of nodes andixes.

Our simulations clearly show that sub-second IGP convegean be con-
servatively met in large SP networks with an appropriaténgiof the IGP con-
figuration. First, the pacing timer should not be appliedrigent LSPs. Second,
routers must flood urgent LSPs before recomputing their SilTupdating their
FIB. Fast-flooding is thus recommended for fast convergendsrd, the router
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Convergence times for GEANT, Incremental FIB Updates
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Figure 2.9: Convergence time for the router failures of GHAMcremental FIB
Updates, Fast Flooding on

should need to modify the FIB entries only for the prefixegetd by the failure
(incremental FIB Updates), and prefix prioritization slibbié used to let the most
important ones be updated first. Fourth, using an increrhalgarithm to update
the SPT would also reduce the convergence time. Finallylamge network, the
configuration of thespf_initial_delay on all routers in the network depends on
the types of expected failures. If only individual link faies are expected, then
thespf_initial_delay can be set to a very low value such2ass. If the network
must converge quickly after router or SRLG failures, then simulations show
than in the Tier-1 SP network, &f _initial_delay of 50ms is appropriate. In
operational networks, we would advice a more conservatieevsuch ag50ms.
This value will allow the network to meet the sub-second IGRvergence objec-
tive with a sufficient margin to take into account variousagslthat could occur in
the network and that cannot be accurately modelled in a siioul

2.6 Guidelines to improve convergence time

Our simulations show that sub-second convergence is feasilarge SP networks.
By taking care of some configuration guidelines, it is pdsstb bring an SP IP
network back to a consistent IGP state within less than hadcand, and within
much less time in many cases. In this section, we summarigelfnes to achieve
the fastest possible convergence with current IS-IS implaations. Also, we
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introduce potential ways to further improve the convergeiime.

2.6.1 Failure detection

Failure detection should not be perfomed using Hello messshgndled by the con-
trol plane. Indeed, tuning the sending rate of Hello messagéow values tends
to increase CPU utilization on the control plane and hencm lthe router perfo-
mances. Instead, a failure detection mechanism built ifitleeards themselves
should be preferred. This can be done by using SONET alariss][©r by imple-
menting BFD in the linecards [KWO06]. When such mechanismesuged, control
plane operations are only required when a failure is refddsiethe linecard.

2.6.2 LSP origination

Delaying the origination of LSPs describing an urgent togaal change is harm-
ful to the convergence time. However, allowing routers toegate and flood new
LSPs at any rate can be harmful to the stability of the netwankl trigger bursts
of SPT recomputation and FIB udpates. Ideally, a routerlshanevent itself from

spreading the instability of one of its adjacent links tiglbiwhe network. To do so,
a link failure should directly trigger the flooding of an upe LSP, but a link-up
event could be considered as a non urgent event triggeriletaget generation of
an LSP.

Delaying the propagation of information concerning linkadh events is obvi-
ously harmful for the forwarding of traffic, so that the stiapigoal can only be
achieved by delaying the propagation of link-up events. el@x, delaying the uti-
lization of a link being brought up could also be consideradgkrous in the case
of a congested network.

Requirements for the generation of LSPs could thus be suinedaby the
following .

e Avoid the delaying of bad news
¢ Avoid the propagation of flapping link-state information

¢ Avoid to keep a link artificially down for too long

A possible mean to achieve these goals is to associate awitieeach IGP
link of a router. The value of this timer defines the time betwéhe detection of
a link-up event and the flooding of the LSP describing the dskup. The value
of the timer associated with the link would then adapt to tigb#ity. To do that,
an exponential back-off mechanism similar to the one usexndrol the SPF re-
computation rate could be used. When a link goes down, artegppd&P is directly
flooded through the network, but the value of the timer asdediwith this link is
increased, up to a configured maximum value. When the link isnd remains up
for a configured value, the value of the timer is decreasethellink returns into
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down state before the timer has elapsed, the timer is resest ¢arrent back-off
value.

2.6.3 LSP flooding

To achieve better convergence, pacing of urgent LSPs sheuyoided. Imple-
mentations should distinguish urgent LSPs, describingpaltgical change and
refresh LSPs, so that the relevant ones can be flooded wideday.

In order to avoid that bursts of LSPs originated by a set ofaimsuor a mis-
behaving router continuously trigger SPT re-computatioral| the routers, these
could monitor the rate at which each router generates its lo8/s, and espe-
cially those describing non urgent good news. Alarms shbalttiggered once an
irregular behaviour is detected. Note that this task coldd be performed by an
IS-IS/IOSPF listener placed in each area of the network. 8umtitoring can allow
to use more aggressive timings while ensuring the stalaifithe network.

During the detailed analysis of our simulation results wenfib out that some-
times, routers delay the flooding of urgent LSPs because I®4E thread is cur-
rently recomputing an SPT, or performing a RIB/FIB updatettsat it does not
process and flood incoming urgent LSPs. To solve this prohteufti-threaded IS-
IS processes could be used so that incoming LSPs could begsext and flooded
during SPT recomputations and routing tables updates.

If we look closer at some long convergence time cases, weazathat they can
sometimes be explained by topological constraints; theuterg router is some-
times far from the failure. We indeed showed that the topplafga network, the
delay of its links and their associated metrics can have goitant impact on
the convergence time of the IGP, by influencing the LSP prafaig time compo-
nent. One way to improve the convergence time in a netwotthus to take it into
consideration during the network design and evolution.

2.6.4 SPT computation

We consider the SPT computation component from two diffeaspect. The first
aspect is the delay between the reception of a link-statagehand the time at
which the SPT recomputation is actually started. The seegpéct is the compu-
tation of the SPT itself, i.e., the time between the begigrifithe SPT recompu-
tation and the time at which FIB updates are being sent tarkedrds.

We showed that SRLG failures could lead to bad convergemoestiif too
reactive configurations are deployed on routers that perfetatic FIB updates,
within a single threaded IS-IS process. For those casesgoative configurations
help to obtain sub-second convergence times. Howeveg ttm¥igurations tend
to be suboptimal in the case of link failures, which are thesmammmon events
occuring in a network. Exponential back off mechanisms viretreduced to face
this problem. However, tuning the parameters of the batisofot an easy task as
the delay between LSPs arrivals at a router can vary acaptdithe SRLG failure.
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Ideally, a router should react immediately to a link failwben the network is
stable, i.e. when no topological change occured for a lompgef time. Then,
if the router receives an LSP describing another link-statenge, it should only
update its FIB once it knows that it received all the LSPs deisg the SRLG
failure. Indeed, we noticed in our simulations that largevergence times can
occur because routers have to perform 3 or more SPT re-catigng and FIB
updates to reach their post-convergence state. This isdbe fact that these were
not aware of the whole topological change in the early rergubcesses. In such
scenarii, the exponential back-off can reach a state sathttb delaying becomes
very important and not required to perform the correct FIBatp. To do that,
the delay between the first and second execution of the regoptocess should
be set according to a detailed analysis of the flooding bebavn the considered
network.

Once the re-computation of the SPT has been started, thitssre§uhe SPT
computation should lead to FIB updates as soon as possitlienduction of in-
cremental shortest path computation helped in achieviisggial, although such
optimizations sometimes take longer to complete, espgaidien the topological
change is close to the root of the updated SPT. Another wagthace the delay is
to start feeding the FIB with updateghile the SPT is being performed. Indeed,
SPF finds shortest paths to further and further nodes, sovtiett a shortest path
has been found with a distangeall the shortest paths towards nodes at a distance
y < x have been found, and the corresponding FIB updates can béostre
linecards.

2.6.5 RIB/FIB update

We also discovered by simulation that, in the core of an IStkibene, where the
network topology is highly meshed, rerouting routers arelydar from the failure,
and the number of prefix to update becomes the critical comton

Convergence time is thus greatly improved by reducing thabar of pre-
fixes that are advertised by the routers. The use of BGP rog«shlf option can
help to achieve this goal, as it allows BGP speakers not tertide prefixes as-
sociated with their peering links. However, not using nesp-self favours fast
inter-domain convergence upon BGP peering link failurebouigh, BGP aggre-
gate withdraws could be used in order to achieve fast interailo convergence in
BGP systems with next-hop-self enabled.

Similarly, the use of unnumbered links is also to be recondedrin order not
to advertise IP adresses associated with intra-domain litose IP addresses are
never used to send traffic.
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2.7 Related work

The convergence of IGP protocols has been studied by vadotiwrs. Alaet-

tinoglu et al. present in [AJYOO0] an analysis of the convamgeof ISIS and ex-
plore changes to the ISIS specification and propose someumprents to routers
implementations. Since the publication of this interneifgithe IETF and router
manufacturers have significantly improved the convergafid€P protocols. The
fast ISIS hello timers proposed in [AJY0O0] have been reglamga new protocol

defined by the IETF : BFD [KWO06]. In [AJY00Q], the SPF computetivas consid-
ered as a major performance bottleneck. With the implentientaf incremental

SPF algorithms, this is not an issue anymore. Our measuteringficate that the
main component of the IGP convergence, at the router les/#ei FIB update time.

Shaikh and Greenberg present in [SG01] a detailed blackrbeasurement
study of the behaviour of OSPF in commercial routers. Coeubdop this study,
our measurements show in details the various factors tfesttde performance of
ISIS and take into account the multiple improvements to 818 implementations
since the publication of [SGO01].

Finally, lannacone et al. evaluate in [ICBDO04] the feadipibf providing faster
restoration in large ISP networks. This feasibility waslested by using rough
estimates of the possible IGP convergence time in a largenERork. In this
analysis, we have shown quantitatively that fast IGP cayemre is possible by
using measurement based simulations.

Cain proposed in [Cai00] to use the multicast forwardinglitees on routers
to reduce the time required to flood link state packets. Quukitions show that
ignoring the pacing timer for urgent link state packets ificgent. Furthermore,
in the Tier-1 ISP, the convergence time did not change sagmifly when we per-
formed simulations with the link delays set to one millisedo

2.8 Conclusion

In this chapter, we have presented a detailed study of afbttters that affect the
convergence time of link state IGP protocols in large ISRvDeks.

We have first presented a detailed measurement study ofeafhtttors that,
on a single router, influence the convergence time. This tiamebe characterised
asD + O+ F + SPT + RIB + DD where the detection timel}), the LSP
origination time () and the distribution delayl{D) are small compared to our
sub-second objective. The flooding timg)(depends on the network topology
and thus on the link propagation delays. THhBT computation time depends on
the number of nodes in the network, but can be significanttiuced by using
an incremental SPT computation. Finally, tRé B time that corresponds to the
update of the RIB and the FIB is the most significant factor un estbed, as it
depends linearly on the number of prefixes affected by thegdaNote that by
using prioritization techniques, it is possible to providster convergence for the
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most important prefixes.

We have then used simulations to evaluate the IGP convezgéne in large
ISP networks. Our simulations show that, in the case of kilkfes, a convergence
time of a few hundred of milliseconds can be achieved by uaitayv initial wait
timer for the SPF computation and incremental FIB updates. al&o show that
advertising fewer prefixes in the IGP significantly redudes ¢onvergence time.
When considering router or SRLG failures, the convergeime ts only slightly
larger provided that the pacing timer is disabled for urde3®s and that the initial
wait timer is not too low. Handling SRLGs introduces a trédtleo

Overall, our analysis shows that with current router teébgywsub-second IGP
convergence can be conservatively provided without anyptomise on stability.
As explained in section 2.6, more precise, topology depemndaning configu-
rations and advanced implementation optimizations coelg in reaching even
lower convergence times.

In order to reach a much lower convergence time target, domeptary tech-
niques whose convergence time does not depend on the tgpshogld be used.
Such techniques are discussed in the following chapter.



Chapter 3

IGP IP Fast ReRoute

Commercial IP networks supporting mission critical seggienust be capable of
rerouting traffic very quickly in case of link failures. Due its nature, the link-
state IGP has limitations on its convergence time. We savhapter 2 that the
IGP convergence time within an ISP can be up to a few hundreaslicseconds,
scaling with the the number of prefixes advertised in the I6®Rrder to provide
a faster restoration, the IGP must be complemented withr e#folaniques. Such
techniques prepare routers to the failure of the links tlieydaectly connected to.
They only require action from these directly connected emuto restore end-to-
end connectivity through the domain. These are called FestuRe Techniques
[VPDO4].

In this chapter, we first describe in details the main IP-b&sest Reroute tech-
niques that have been considered by the IETF : loop-freenalies [AZ07], U-
turns [AtlO6], protection tunnels [BFPS05] and “NotVia” @@sses [BSP06]. We
then use simulations to evaluate the network coverage bfteabnique by consid-
ering the network topologies of five very different Interetrvice Providers (ISP)
networks. Our simulations show that several techniques beusombined to allow
an ISP to fully protect all its links. We also show that, whaodd with distant link
failures, the IP-based fast reroute techniques are agsalthe traditional MPLS-
based techniques. Then, we discuss the practicality oéthekitions, and their
ability to protect LDP traffic. From this discussion, we clute that loop-free
alternates combined with NotVia addresses is the moststigalP Fast Reroute
technique. Finally, we propose improvements to the Noteleme that dramati-
cally reduce the memory usage of such a solution.

3.1 Introduction

Some researchers have argued for achieving milliseconeeagence after a fail-
ure [AJYO0Q]. In practice, achieving this goal is difficulyelto the dynamics of the
IGP, and the time required to update a FIB. As illustratedwibite box measure-
ments and simulations in chapter 2 and [FFEBO5], and usiagkldbox measure-
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ments in [ICBDO04], a more realistic estimate of the conveagetime of a typical
intradomain routing protocol in a large network is a few huaatdof milliseconds.

For some mission critical services like voice or video ofeot PWE [XMP04],
achieving a restoration time in the order of a few tens ofisgtionds after a fail-
ure is important. In this chapter, we first present seveidirgues that can be
used to achieve such a short restoration time. While moshefaork on fast
restoration has focussed on MPLS-based solutions [VPD@égnt work indi-
cate that fast restoration techniques can also be developguire IP networks.
Several researchers have proposed fast-reroute teckrsgiiable for IP networks
[NST99, NLYZ03, LYN"04]. Recently, the RTGWG working group of the IETF
started to work actively on this problem [SB0O7] and seveaat feroute techniques
are being discussed.

This chapter is aimed at comparing these solutions and $hedly behaviour
and their practical applicability in ISP networks. The deaps organized as fol-
lows. First, we provide a detailed overview of fast resioratechniques suitable
for pure IP networks in section 3.2. We focus on link failutkat are the most
common unplanned events in IP networks [Mi®4, WJL03, SIG02]. We use
MPLS-based techniques as a reference and focus our evalustipure IP-based
techniques. In section 3.3 we evaluate by simulations homyrtiaks can be pro-
tected by each technique in large ISP networks based on dhtial topology.
This coverage is an important issue as some techniques tcarotect all links
from failures. Then, we extend our simulations in secticht8.evaluate the sta-
bility of each protection technique. For this, we simulaiepassible single link
failures to determine whether each protection can remdiveawhen distant links
fail. In section 3.5, we discuss the applicability of theiwas solutions. We review
the main issues of the proposals and we argue in favor of di@oloombining
Loop-free alternates and NotVia addresses. Next, we iyethi key issues and
potential solutions to achieve protection of LDP trafficngsiP-FRR techniques.
Finally, we discuss related work in section 3.6.

3.2 Fastreroute techniques

In this section, we describe the various protection tealgscgthat can be used in
IP networks. We first briefly present the protection techeggbased on MPLS
RSVP-TE as a reference since they are already deployed @matd? networks
and then we present in details the IP-specific techniquesrundestigation at the
IETF, that do not require the utilization of MPLS. Note th#her solutions have
been proposed in the literature [LYM4]. We do not discuss these in details in
this chapter. We will comment them in section 3.6.

Before describing the protection techniques, it is necgdsaintroduce some
terminology common to many protection techniques. We oolysider protection
techniques that are able to protect intradomain links, aalhof them have a node
protection feature. The network that we consider is modedlea grapltz(V, E)
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whereV is the set of routers anH the set of links. We assume that the network is
at least bi-connected. Providing an intra domain protadio a link whose failure
disconnects the network is meaningless. Each link is medéti the graph as two
directed weighted edges. We will consider paths from a sorouaterS towards a
destination routeD (S — ... — D). Cost(P) is a function that returns the cost
of path P, i.e. the sum of the metrics of the links that compose the. @S, D)

is the (set of) shortest path(s) between soufcand destinationD. SPT(S) is
the shortest path tree rooted at rouserThis is the tree capturing all the shortest
paths from routelS to all the other routers of the network. SimilarkgPT'(S)

is the reverse shortest path tree rooted at rofitere. the tree capturing all the
shortest paths from the routers of the network to roSteN (1) is the set of direct
neighbours of routef.

To protect a link, we will need to consider the two directedesithat compose
the link. A router can only protect or quickly reroute the ets that it sends on a
link, not the packets that it receives on this link. When édexsng the protection
of link I — J between routerg and.J, we will call router/ the protection router
and.J the primary nexthop.

An IP-based fast-reroute technique aims at recoveringetaehability of desti-
nations by the sole reaction of the protection router, the head-end of the failing
link. When this router detects the failure of one of its pobed links, it must
quickly update its Forwarding Information Base (FIB) to e the affected pack-
ets by sending them over another link. Note that in curreateroarchitectures,
the FIB is replicated in the linecards, so that the contrahplof the router has to
download FIB updates to each linecard. To perform this wgudathin the sub-50
milliseconds target, some tuning of the FIB is required.

Conceptually, the FIB of a router can be considered as bejnyaent to a
two-column table (figure 3.1). On each line of the table, ths iolumn indicates
the destination prefix and the second the outgoing interf@E) to be used to
forward a packet towards a destination. The OIF can be edtipdrysical interface
or a logical interface such as a tunnel.

This kind of FIB organization is not suitable to allow a raut@quickly recover
the reachability through the network after a failure. ltamdrawback is that each
FIB entry affected by the failure must be updated after thiera As shown in
chapter 2, high-end commercial routers require aroung:44€to update a FIB
entry [FFEBO5, Fil05]. Given the large number FIB entriestiom routers in large
ISP networks, it would be impossible to update all FIB estridfected by the
failure one after the other within the 50ms target.

A second possible organization of the FIB is to rely on pesit&uch an orga-
nization is illustrated in the middle part of figure 3.1. TH&Hks now conceptually
composed of two tables. The first contains all destinati@fixgs and pointers to
the outgoing interfaces used to reach those destinatidress&cond table contains
one flag and two data structures. Each datastructure cerddithe information
required by the router to forward packets over this intexfeeg. layer 2-framing
to be used, layer-2 address of nexthop, encapsulation enafasrtual interfaces,
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...). When the flag is set to “Up”, the first outgoing interfasesed and otherwise
the second.

The main advantage of this FIB organization compared to theigus one is
that when a link fails, it is possible to quickly reroute dletdestinations affected
by the failure by simply changing the flag of the correspogdine in the interface
table. Also, the memory requirements of this technique @seds they scale with
the number of interfaces on the router.

A third possible organization of the FIB, illustrated in thettom part of figure
3.1is to store pointers to the primary as well as to the searyrmlitgoing interfaces
used to reach each destination in a first table. In a secore, tale only store
the datastructures required to forward the packets overitiérface and a flag
corresponding to the current interface state. When a p&tebe forwarded using
that FIB design, the router performs a lookup on the packstirg#ion, it then
selects a primary outgoing interface for this packet. Wierfliag of this interface
is found to be down in the second table, the router uses tHaipasterface that is
stored in the first table.

The main advantage of this FIB organization compared to theigus one is
that two destinations reached via the same outgoing linkbegprotected by using
distinct protections. We will see in section 3.5.2 that sitabases the use of IP Fast
Reroute to protect LDP traffic. Note that with this third daa, the FIB memory
requirements to support Fast Reroute scale with the nunfhgnetixes stored in
the FIB.

Destination L2 OIFs
w North
S North
E North,West
B West
N North,West
Destination L2 OIFs Primary Backup
w e [
s PSRRI ~==[4& )Up North  West
E [ ] //.if,,,:; //7 -
B T — *’,@ Up West  North
N L
Dest. L2 OIFs backup L2 OIFs L2 OIF
woom-—-
S mC
E L =
B —
N b B

Figure 3.1: Three different organizations of the FIB fortem

To illustrate the various fast restoration techniques, weuse the six-routers
topology shown in figure 3.2.
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Figure 3.2: Simple network topology

3.2.1 MPLS-based protection techniques

The first technigque proposed, implemented and deployed itklgureroute IP
packets when a link fails is to use MPLS [VPDO04]. Several na@dms have
been proposed in the last years. In MPLS networks, two teclesi are possible to
protect Labelled Switched Paths (LSPs) : fast reroute apadds/tunnels. In both
cases, each segment of a LSP is protected by pre-estagliahéecondary LSP
that is disjoint form the resource being protected and nsangth the primary LSP
downstream of the protected resource.

In IP networks that are not using MPLS to forward IP packets, possible to
use MPLS only to provide protection [SP03]. In this caseged@ forwarding is
used when the network is stable and MPLS is only used to #atigiforward the
packets around the failed links. Formally, a MPLS protectiennel that protects
link I — J is defined as the shortest path between routensd.J on the network
topology after having removed link— J. A router can easily compute the path of
the protection tunnel required to protect each link by usiregDijkstra algorithm
on the reduced topology. The MPLS protection LSP is estaddidy the protection
router by using RSVP-TE.

In figure 3.2, routed?” could protect linkiW — E by establishing an MPLS
LSP over thedV — N — E ortheW — S — E.

If the network is bi-connected, then those MPLS LSP can beé tgsprotect any
single link failure. Thus the coverage of this techniqued8%. Its main drawback
is that it forces the ISP to deploy both MPLS and RSVP-TE oalgupport fast
restoration.

3.2.2 Equal Cost Multipath (ECM)

A first IP-based solution to protect a link that could fail iseénsure that a router
is not usingonly this link to reach a given destination. One possibility isnstall
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parallel (and preferably physically disjoint) links be®veeach pair of routers. This
technique is used by some ISPs for some important links, fiogut to protect all
links would be too expensive.

With current implementations of link-state routing praitec(OSPF and ISIS),
another solution is possible [AZ07]. When a router uses tijlessipa algorithm to
compute its shortest-path tree, it may find several equalpaibs to reach desti-
nationd. As those paths have exactly the same cost, the router megt sely of
them to reach destinatiah Today’s routers are also able to install all those paths
in their forwarding table and rely on a hashing algorithmetest the packets that
must be sent over each path. From a restoration viewpomniin advantage of
using ECM is that when one path becomes unavailable, théwe ibther paths are
completely disjoint, they are still active. Thus, the taffan be quickly protected
by updating the forwarding table and simply removing theiestcorresponding
to the failed link. Discussions with large network operatordicate that ECM is
often enabled and used in their network to better load-loaléme traffic [ICBDO0A4].

Formally, the directed link between routerand.J, I — J, is protectable by
link I — K for destinationd if Cost(I — J...d) = Cost(I — K ...d).

In figure 3.2, router A can use two paths to reach destinattoasd N : A —
W — EFandA — B — E. If router A detects a failure of linkA — B, it
simply stops using the second path and the packets toviaeshsl NV are no longer
affected by the failure.

However, the main drawback of relying on ECM is that it canptect all
destinations and all links. This is the case in our exampieléstinationB. When
link A — B fails, routerA must wait until the convergence of the IGP to be able
to use the alternate path via routé/sand E. More generally, relying on ECM to
achieve fast restoration in case of failure is very imprattiAn ISP that relies on
such a technique has to design its topology to have at leadEgual Cost Shortest
Paths from each node to all the other nodes. ECMP is used by KA for some
important links, but protecting all the links of a topologging ECMP would be
too expensive.

3.2.3 Loop-free alternates (LFA)
Principle

Besides parallel links and ECMP, the first IP-based pratactechnique being
considered within the IETF is the utilization of loop-frekeanates [AZ07]. If
router [ is using link I — J to reach destinatior, then a loop-free alternate
is a direct neighbor, say routey, of router [ that is able to reach destination
d without using linkI — J. This means that if linkf — J fails, router
can deviate the packets towardso N instead of.J. These deviated packets
will reach d and will not loop on linkl <« N. Formally, a loop-free alter-
nate for destinationl at router N is defined in [AZO7] as a routeN such that
Cost(N — ...d) < Cost(N — ...I)+ Cost(I — ...d). Since routers use
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Link Loop-free alternates
W —FE N
E—-W S
S —-W E
N —FE %4

Table 3.1: Links protectable via a loop-free alternate inrég3.2

shortest path routing, an equivalent condition is {Hat-> .J) ¢ SP(N,d).

To understand the utilization of loop-free alternatesuketonsider linkA —

W in figure 3.2. This link is used by router to reach destinationd’, S, £ and N .
When this link fails, routerd can quickly reroute the affected packets by updating
its FIB and sending them to routd?. To understand this protection, we have
to consider theSPT computed by route3. This router uses linkB — FE to
reach destination& and N. For destination®, router B is a loop-free alternate
sinceCost(B — E) < Cost(B — A) + Cost(A - W — E) (1 < 1+ 2).
Unfortunately, for destinationd” and.S, due to the utilization of ECM, routeB

is not a loop-free alternate.

If we consider linkiW — FE in figure 3.2, we can find several loop-free al-
ternates. First, routerd and.S are loop-free alternates to reach respectively des-
tinations N andS. Second, routed is a loop-free alternate to reach destination
B. Unfortunately, there is no loop-free alternate that candea to reach routdr
after the failure of linkKil — E.

Coming back to figure 3.2, it is easy to see that rouiteran act as a loop-free
alternate for all destinations using littkk — W as routerE’ does not use this link
to reach any destination. 4 directed links carrying traféin be fully protected by
using loop-free alternates. Table 3.1 provides for eady fulotectable link the
possible loop free alternates.

LFA modes

Loop Free Alternates can function on a per destination lmasig a per link basis.
In per destination mode, a routed protecting the linkI — J tries to find a
neighbor N that does not use the link to reaelach destination thatl initially
reaches vid — J.

In per link mode, a routey protecting the linkl — J tries to find a neighbor
N that does not use the link to reaal the destinations thdtinitially reaches via
I—J.

The per destination mode offers a better coverage, as sogget per link loop
free alternate does not exists for a given link althoughetlzee loop free alternates
for some destinations reached via the protected link. Famgte, in figure 3.2,
there is no per link LFA to protect linkk — W, because the link is used @y to
reachl¥. However,B is a valid LFA for destinatiorz. Note that if there does not
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exist a per link LFA for a linkl — J, then will not find a per destination LFA
for each destination reached via this link. Indeed, if thiereo per link LFA, all
the neighbors of have linkI — J in their SPT, so that there is no per destination
LFA for at least destinatiod .

These two modes introduce a tradeoff between coverage angutational
complexity. Indeed, under per prefix mode a nétizies to find a neighbolN that
does not use a particular liflk — X to reach each destinatiehby looking at the
paths fromN to d, in SPT(N). Under per link mode, only the presence of the
link R — X in SPT(N) has to be checked.

3.2.4 U-turns

As illustrated above in figure 3.2, a loop-free alternatesdust always exist in real
networks. A closer look at ISP topologies showed then wheretls no loop-free
alternate neighbour to fully protect a link, there is ofteroater two hops away
that does not utilize the link to be protected. This motidatiee introduction of
U-turns in [Atl06].

To understand intuitively the behaviour of a U-turn, coesidgain the network
topology shown in figure 3.2. It was shown above that llhk— B cannot be
completely protected by a loop-free alternate. When link> B fails, if router A
decides to forward all its packets on tHe— W link, router W will forward the
packets toward# correctly, but will unfortunately forward the packets destl to
B ontheW — A link. This is unfortunate as if routd’, being informed about
the failure of linkA — B, had forwarded the packets to rouféiinstead, then the
link would have been protected.

More precisely, a neighbour of router can act as a U-turn to protect link
1 — J if one of its neighbours, say routét, does not utilise link — .J inside its
SPT.

UeN(I)andRe N(U)and(I — J) ¢ SPT(R)

When router! does not find a loop-free alternate to protect link- J, it can
compute theS PT of the neighbours of its neighbours to determine whether a U-
turn is possible. This increases the numbef &fT" to be computed by each router
after each topology change. To serve as a U-turn altermauéent/ must be able
to support two types of forwarding. When the network is stabbuter uses its
normal FIB to forward packets. For the packets affected byfdlilure that areu-
turnedby router!, routerU must detect that these are affected packets and forward
them directly to the alternate router, roufemvithout using its normal FIB. Several
solutions are possible to detect that a packet was affegteddilure [Atl06]. The
first solution is that routel/ performs an RPF-like check for each received packet.
If the packet is currently following the norma&lPT, it is forwarded by using the
normal FIB. Otherwise, the packet is considered to be arcteffiepacket and is
forwarded directly to the alternate (rout®). A second possible solution would be
that router! explicitly marks the affected packets, for example by usirgpecial
DiffServ Code Point.
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Link U-turns
W— A FE— B
W —S E— S
A—W B—FE
A—B | W—F
E—-N|W-—=N
EFE—-B | W-—-A
B—A| E—-W
B—FE | A—-W

Table 3.2: Links protectable via a U-turn in figure 3.2

Compared with the loop-free alternates, the main drawb&¢keoU-turns is
that they require a cooperation of the neighbours and sondficegions to the
router’s interfaces.

In the topology shown in figure 3.2, 8 directed links carrytraffic that can-
not be protected by using loop-free alternates can be peatday using U-turns.
Table 3.2 provides for each protectable link the possibleitds.

3.2.5 Protection tunnels

The loop-free and U-turn alternates discussed in the puevsection are not suffi-
cient to provide a full coverage in large networks. This cage can be improved
by using IP tunnels as proposed in [BFPS05]. Besides MPLSatha discussed
earlier, several tunnelling schemes are used in IP netwdtR3 P [LTGO04], GRE
[FLHT00], IP in IP, .... These tunnelling schemes can be used ateckartual
links between routers. While in the past packet encapsulaind decapsulation
was performed by the central CPU with a limited performamuirfaces on cur-
rent high-end routers are now able to encapsulate and déatgpiinnelled packets
at wire speed.

IP tunnels can be used to efficiently complement the loop-&iéernates de-
scribed above. With a loop-free alternate, the packetstaffieby a failure where
rerouted to a neighbour that does not utilise the failed timkeach the affected
destinations. By using tunnels, it is possible to expanddbp-free alternate to
utilise virtual neighbours. The principle of the utilizati of protection tunnels can
be sketched as follows. To protect directed lihk— J, router I must be able to
send the affected packets to a router that is not currenithgubke failed link.

For this, router] needs to find a route that is reachable without using the
link to be protected and that is also able to forward packetany destination
without using link/ — J. Formally, routerV is such that :

(I—J)¢g SPT(N)and(I — J) ¢ P(I,N)

When this condition holds, routdr can encapsulate the affected packets and
send them inside a tunnel towards routér When N receives such an encapsu-
lated IP packet, it decapsulates it and forwards it accgrtbrits current FIB. As
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SPT(N) does not contaid — J, it does not reach the destination of the packet
via I < J. Furthermore, routeN is neither using the opposite direction of the
failed link. Indeed, a destination that was previously hemcby 7 via I — J
cannot be reached bjyvia J — I otherwise there is a persistent loop.

In figure 3.2, directedd — B can be protected by using a tunnel between
router A and routerS. This is a valid protection tunnel because : first router
reaches the tunnel endpoirff, without using the protected link. Secondd —

B) ¢ SPT(S) and thus routes will not return the packets received via the tun-
nel over the protected link. In this topology, the forwagliof the packets is not
optimal while the protection tunnel is active since the gcteéd packets will be
transmitted over both directions of lifk” < S. As the protection tunnel will only
be active during the IGP convergence, this is not a signifipesblem.

A method to compute the tunnel endpoint to protect a link wagpgsed in
[BFPSO05]. To protect linkk — J, router I must first determine the routers that
it can reach without using this link. This can be easily atedi by computing
SPT(I) and pruning from this tree all the routers that are reachadink I — J.
This set is called th&-spacein [BFPS05]. The set of possible tunnel endpoints is
the set of routers that are able to reach routavithout using link/ — J. This
set can be computed as$'PT'(J) pruned from link/ — J and all the routers
that reach routey via this link. This is called th&-spacein [BFPS05]. The set
of candidate tunnel endpoints is then the intersection éetvthe F-space and the
G-space. If the set contains several routers, then a eritenist be defined to select
the best one. If the set is empty, then no protection tunnelbeaestablished to
protect this link.

3.2.6 Protection tunnels with directed forwarding

In some topologies, it is not possible to find a tunnel endptiprotect each link.
A closer look at these cases reveals that often, although th@o intersection be-
tween theF-spaceand theG-space a router, say’, of the F-spaceis a neighbour
of a router, say, in the G-space Neither of those routers can be used as tunnel
endpoints. Routef' can receive packets from the protection router withoutgusin
the protected link, but it uses the protected link. Rodtewn the other hand does
not use the protected link but the protection router useptbiected link to reach
it. Thus, routerF’ can receive encapsulated packets but cannot forward them by
using its FIB. Router7 can use its FIB to forward the packets, but cannot receive
the encapsulated packets from the protection router. Aeption tunnel can be
established by using both routers provided that once rddtezceives an encap-
sulated packet it forwards it directly to routéfrwithout using its FIB. This type
of directedforwarding can be achieved by labelling the encapsulatetgta that
router ' should forward to routef.

This labelling can be inserted in the encapsulated packetsrious ways.
The first solution is to use MPLS over GRE or MPLS over IP [RROH] this
case, when routeF’ receives an encapsulated packet, it first decapsulatesl it an
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them processes the MPLS label and forwards it to roGterA similar labelling

is possible by relying on th&ey field of the GRE encapsulation. In operational
networks, the choice of the encapsulation scheme to usel@pknd on the router
capabilities. To deploy such a scheme, minor extensiorS-t& land OSPF will be
required to allow each router to advertise the supported tfprotection tunnel
and to associate a label to each of its neighbours [BFPSO05].

The main advantage of the protection tunnels with directed/idrding com-
pared to the normal protection tunnels is that when all thierdetrics are symmet-
rical, it can be proved (see theorem 3.2.1that each dirdicledan be protected by
such a tunnel provided of course that the network is at ldastimected.

Theorem 3.2.1 In a network topology G(V,E), bi-connected, with symmatecige
weights, a protection tunnel with directed forwarding canused as an alternate
path to protected any edge — D of the topology.

Let the set of nodes reached \Ha— D in SPT(S) be Nodess s—.p.

1. link (X — Y) € P(A,B) = (Y — X) € P(B, A).

This is a classical property of the shortest path tree in plgwath symmetric
weights.

2. link (X — Y) € SPT(N) = (Y — X) ¢ SPT(N)

3. AsG(V, E) is bi-connected, the network remains connected after theda
of S — D.

4. From 33N ¢ Nodess.s—p : A(N — N'): N’ € Nodess,s—p

Indeed, to reach the nodes that were previously reached via D, there
must be a link connecting a nodé that is not reached vi§ — D and at
least one nodéV’ that was reached vid — D in SPT(S).

5. From1,N’ € N0d68375_>D =D—Sec SPT(N/)

6. From2and55 — D ¢ SPT(n)

The protection tunnel with directed forwarding is thuss: — ... N —
N ]

Unfortunately, real networks do not always use symmett{& weights. This
asymmetry may be intentional, e.g. due to the utilizatiolG# weights optimized
for traffic engineering [FRTO02] or due to a configuration erda such a network,
it may be impossible to protect a link by using a tunnel witredied forwarding.
This is illustrated in figure 3.3. In this network, all linkswve a weight set ta
except directed linkS — T, which has a weight of 10 and < R, which has a
weight of 4. R can only reachZ without usingkR — T, as it has an ECM path
to Y via the protected link.Z uses linkR — T and thus cannot be a protection
tunnel endpointY” cannot be used as a directed forwarding tunfeH Z — Y)
endpoint ag” also uses? — T to reachT'.
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No protection
tunnel possible

[DF—1Y]

Figure 3.3: Example topology where protection tunnels wlitected forwarding
cannot protect all links

Router Paths taF Paths taEyy
N N —FE N — Ew
S S—-W->FE|S—-W—-A—B— Ey
w W —FE W—A—B— Ey
A A—-W —->FE A—-B—FE A— B — Ey
B B—F B — Ew

Table 3.3: Paths chosen whiotViaaddresses are used

3.2.7 NotVia addresses

A last protection technique was proposed recently in [B$PT8is solution can
be considered as an extension of the protection tunnelgibledcearlier, but it
requires a cooperation among all the routers of the netwintkiitively, the idea
of this solution is that to protect link — J, router! should be able to send the
affected traffic inside a tunnel towards a special addregewkrJ : J;. This
address is a speciblotViaaddress. Its semantics is that all routers of the network
must have computed their FIB such that thegveruse link/ — J to forward
packets towards destinatiof.

In figure 3.2, linkW — F could be protected by usingotVia addresses as
follows. Table 3.3 shows how paths selected by all routergach router via
address~ and via addresg&yy (i.e. without using linklV — F).

This solution requires a cooperation of all the routersdaghe network. A
router with n neighbours will advertise inside its link state packets dlutVia
address for each of its neighbours. Upon reception of suictk atiate packet, each
router will compute a special FIB entry for eallotViaaddress. This FIB entry is
obtained by computing the router®PT" on the network topology without the link
corresponding to thilotViaaddress.

In theory, this means that after each topology change, eaderrin the net-
work should recompute ortePT for eachNotViaaddress. If all links are protected
by using such addresses, then each router would have to petems many SPTs
as there are (directed) links in the network. Such a comipatas not feasible
in large networks, but [BSP06] reports that by using incnetfaleSPF algorithms,
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the actual cost of this computation in several ISP topokgias similar to five to
thirteen times the cost of computing the SPF with the normigisBa algorithm.
Compared to the other techniques, the main advantage ddtdaaddresses is
that this solution is applicable to all links, even in asynimical networks.

3.3 Network coverage of the IP-based fast reroute tech-
niques

As described briefly in the previous section, a potentialéswith the IP-based
fast reroute techniques is that several may be requiredliogtotect all links in
networks. All protection techniques are not equivalenonfrian implementation
viewpoint, theloop-free alternatess the simplest solution. The-turns allow to
protect more links than the loop-free alternates, but tlegire changes to the
routers’ FIBs. Theprotection tunnelsequire some computation to select the tun-
nel endpoint at the protecting router and use encapsulafdmally, the NotVia
addresses force each router to compute one SPRaidaaddress. Our objective
in this section is to determine thmetwork coveragef IP-based fast reroute tech-
niques, i.e. the number of links that can be actually pretéébr a given network
topology.

To evaluate the suitability of the IP-based fast reroutériepies, we imple-
mented a simulation tool that is able to analyse any netwagr&lbgy. Our simula-
tor models how a router would select an IP-based fast reteatsique to protect
its links. For each link in the network topology, the simolaperforms the follow-
ing tests. First, its tests whether the link can be protebiedne or more loop-free
alternates. If this technique cannot be used, the simulests whether U-turns are
available. It there is no U-turn, the simulator tries to fimdesdpoint for a protec-
tion tunnel. Usually, more than one router can be used asreef@mdpoint. The
simulator selects the best endpoint as the endpoint witlslibetest IGP distance
from the protecting router. If no protection tunnel is pb&si the simulator tries to
find a tunnel endpoint for a protection tunnel via directedvarding. Finally, the
simulator computes the path that would be selected by Usotyiaaddress. For
comparison purposes, the simulator also computes the $ypasel that would
be established by using RSVP-TE with MPLS-based protedgchniques. We
applied the basic cSPF variant to compute the MPLS-FRR gliote That is, we
consider that the MPLS tunnel is established along the estgpaith from the head-
end of the link towards the tail-end of the link, with the ctvamt that the protected
link cannot be used.

3.3.1 Small networks

We first used the simulator to evaluate the network coverdgleeolP-based fast
reroute techniques in regular network topologies. We damnsid 4 topologies.
The first topology that we consider is tHag. Each router is connected to two
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neighbours and all links have the same cost. This topologfyeisvorse topology
from a fast-reroute viewpoint. There is no loop-free al&en no U-turn and no
protection tunnel. However, all links can be protected bpgiprotection tunnels
with directed forwarding. This tunnel with directed forwlarg is illustrated in the
upper-left part of figure 3.4.

The second topology that we consider is ttmuble-star(upper right part of
figure 3.4. It is typical of small ISP networks that are congzbef two redundant
core routers and remote POPs containing two routers. Theamters of each POP
are directly connected and also attached to the tow corensuln this topology,
when all IGP weights are the same, all links are protectapleding loop free-
alternates. For a link from a POP router to a core router,dbp-free alternate is
the other router in the same POP.

Ring Double Star

I

— 1]

Triangles

Squares

o 1

Figure 3.4: Regular topologies

The third topology, shown in the lower left part of figure 3ig¢,a network
composed ofriangles Triangles are commonly used as building blocks in large
network topologies. In this network, when the IGP weightsset to one, all links
are protected by using a loop-free alternate. In fact, whesetroutersA,B and
C form a triangle, then linkA — B can always be protected by using a LFA if
Cost(C — B) < Cost(C — A) + Cost(A — B). Otherwise, this link can be
protected by using U-turl{ — C — B).

The fourth topology that we consider is shown in the lowehtrigart of fig-
ure 3.4. In this network, the building block is a set of fouuters arranged in a
square topology. When the IGP weights of all links are setne, @ll links can
be protected by using U-turns. In fact,Xfy — Y7 is an edge of a square in the
topology, then a U-Turn exists if the metric of the liltk — Y7, is lower than the
metric ofYs — X, plus Xs — Xj.



3.3. Network coverage of the IP-based fast reroute tecbsiqu 63

3.3.2 Real networks

To evaluate the network coverage of the IP-based fast eeteahniques, we con-
sidered five distinct ISP topologies : Abilene, GEANT andcethcommercial ISP
networks. Abilene is a research network deployed over timtiroental US. It is
composed of 11 routers arld (28 directed) links. The IGP weights on this net-
work were apparently set according to the link delays. Tpeltgy of the Abilene
network is shown in figure 3.5.

ST

(=<

350 600

900
1900 /
LA @ 1200 AT

HS
Figure 3.5: The Abilene network

850

GEANT is the European research network that links all Naiétesearch Net-
works in Europe together and to other research networksasiélibilene. GEANT
is composed o022 routers and’2 directed links. There is basically one router per
European country and an additional one in New-York notabittie US peerings.
Inside GEANT, the IGP weights were mainly set according ®nieasured link
delays, with some manual tuning.

ISP1 is a commercial network covering an European countng cbre of this
network is composed of90 directed links ¢4 directed links are backup links)
and 50 routers. The setting of the IGP weights is mainly a functiérihe link
bandwidth and favours high-speed links. Note that no ptimeenust be provided
to backup links when all the other links are up.

ISP2 is also a commercial network in an European country. cbine of this
network is composed dfl routers and6 links. Most of the IGP weights were set
to 1 except for some manual tuning.

ISP3 is a Tier-1 ISP whose core is composed&dfouters and286 directed
links. Due to the setting of the IGP weights, directed links do not carry traffic
and one link is only used in one direction. In this networle #etting of the IGP
weights was tuned to meet some specific traffic requirements.

For the analysis of those networks, we removed from eacHdgpahe routers
that were connected via a single link to the network. CledHg links of these
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routers cannot be protected since their failure partittenrietwork.

It is important to note the differences in design betweenréisearch and the
commercial networks under study. The two research netwam&kgomposed of a
small number of Point of Presence (PoPs) to which their custs and peers are
connected. Most PoPs of both networks contained a singleramd there is a
single high bandwidth link between two PoPs. In those redeaetworks, the fail-
ure of one link or one router may cause a lot of traffic to beutrd. Commercial
networks are usually much more redundant. First, each Regtiadly composed of
at least two core routers and possibly several aggregatiatens to aggregate the
traffic received from peers and customers [GMO03, Gil05, &ieBigure 3.6 shows
two typical configurations. In the left configurations, tlggeegation routers (AR)
have a primary and a secondary connection to the core rd@8¥s In this design,
the IGP weights are set such that the secondary connectienanly used if the
primary link or core router fails. A second possible settirighe IGP weights is
to use the same IGP weights for the links between the aggoegauters and the
core routers to favour load balancing with ECM.

To other CR To other CR
CR1 5 CR2 CR1 5 CR2
©l 997 99° °l 107 10°
AR1 AR2 AR1 AR2

Figure 3.6: Typical PoP designs in commercial ISP networks

The PoPs are interconnected in different ways dependindh@munderlying
physical infrastructure. Usually, each core router in a Bofdnnected to at least
two core routers in different PoPs in the network. A large Bo#&d of course be
connected to more than two distant PoP. A typical intercotioe between PoPs
is shown in figure 3.7.

CR2
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- |
/C@ - CR6

CR3F 2 CRsl” °

Figure 3.7: Typical PoP interconnections in commercial h@Rvorks
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Network | Total number| No 1| 2or+

of Links LFA | LFA | LFAs
Abilene 28 16 10 2
GEANT 72 24 30 18
ISP1 114 52 38 24
ISP2 26 22 4 0
ISP3 265 92| 116 57

Table 3.4: Coverage of loop-free alternates

We choose to limit our analysis of large networks to real wekwopologies
because the settings of the IGP weights has a strong impaitteoresults. Us-
ing randomly generated network topologies such as thosgupeal by BRITE
[MAMBO01] or GT-ITM [CDZ97] would not reproduce the redundgnand the
IGP weights of real networks. For the same reason, we dids®the ISP topolo-
gies inferred by the Rocketfuel project [SMWO02]. Since thdgpologies were
inferred by using r acer out e, they mainly contain the primary paths and rarely
the secondary ones [TMSV03]. They cannot thus be used toaeaprotection
techniques.

3.3.3 Simulation results

In this section, we present and discuss the network coverbte different pro-
tection techniques. As described earlier, the simulagistie simpler techniques
first and only tries to use the more complex techniques whesithple techniques
do not suffice.

Our first simulation results shown in table 3.4 consider tupiree alternates.
For each network topology, we provide the total number ofe@ed) links, the
number of links for which there is no LFA and the number of cdatk LFAS
for the protectable links. Having several candidate LFAtotect one link is
interesting as this gives more choice to the protectingerout

Our simulations show that loop-free alternates is an effegirotection tech-
nique for GEANT, ISP1 and ISP3. For Abilene, only 42% of thek$ can be
protected by using loop-free alternates. The links of Atsl¢hat can be protected
with more than one single loop-free alternate &8 — KC and AT — IP.
Indeed,H S can protectH S — K C' by sending packets towards eithled or AT,
andW A andH S are loop-free alternates for link7 — I P. Among the 16 links
that cannot be protected by a loop-free alternates, a tygteanple isK C — DN.
This link cannot be protected as baths and/ P use it to reactD N. This network
is shaped as 3 main rings which do not favour loop-free ates

The good network coverage in GEANT is because the networlasscally
divided in two parts. The first part is a highly meshed corethrdsecond part a set
of 9 distant POPs that are attached to 2 core routers. Eatle i links between
a distant POP and a core router is protectable by a singleffeepalternate. Most
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Network Links not No 1 2+
protected by LFA| U-turn | U-turn | U-turns
Abilene 16 4 9 3
GEANT 24 5 2 17
ISP1 52 32 6 14
ISP2 22 15 2 5
ISP3 92 13 37 42

Table 3.5: Coverage of the U-turns

of the links that can be protected with more than one LFAs iales linside the
core. As the core of the network is highly meshed, there amgyrtreangles with
protectable links. The links were no LFA can be found arediflom the core
routers to the access routers and the links of the large mniogigpng connectivity
to the Eastern Europe. The main reason for the low networkrege of loop-free
alternates in ISP2 is that the core of this network is basetihgs.

In table 3.5, we present the U-Turn coverage for the links ¢aanot be pro-
tected by using a LFA. The simulations show that the U-tumesuseful in most
topologies, except ISP1 and ISP2. In Abilene, 4 links (1586)sill unprotected.
For example NY — W A cannot be protected by using a U-Turn. IndeER,is
the only neighbour oVY"’s neighbours. Unfortunately, it uses lifkY” — W A in
its SPTCH — [P is also unprotected 8% A uses this link to reachP. Potential
U-Turns forSV — LA are DN and KC'. But both have the link to be protected
in their SPT. The last link that remains unprotected®d — KC.

The 32 directed links of ISP1 that cannot be protected with Buth are links
from core routers to access routers. All the routers withRihep distance from
those core routers utilize the link to be protected, so tbdtfTurn can be found.
We will see above that, in fact, all the routers of the cortizatithese links, so that
a directed forwarding tunnel will have to be used to proteose links.

The large rings that appear in ISP2 explain the absence afird-Frotection
for 15 links.

We can see that 95 % of the links of ISP3 can be protected by asitFA or
a U-Turn. There only remains 13 out of the 265 links of the togy that require
a protection tunnel. This is due to the good meshing of thieouek.

We summarise the network coverage of the combined LFA anditdsTin the
first columns of table 3.8. We can see that most of the linksbeaprotected by
sending packets to a neighbour or to a neighbour’s neighbour

We now consider the utilisation of protection tunnels totgcb the remaining
links. We can see in table 3.6 that all the links of GEANT an®2Sare now
protected. This means that in those topologies, for anylink: Y, there is always
at least one nod& such thatX — Y ¢ SPT(Z)andX — Y ¢ Paths(X, Z).

In Abilene, linksCH — IP andDN — KC cannot be protected. Indeed, all
the routers VY and W A) that C'H reaches without using its link withP have
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Network | Links not protected No 1 2o0r+
with LFA/U-TURN | TEP | TEP | TEPs
Abilene 4 2 1 1
GEANT 5 0 1 4
ISP1 32 32 0 0
ISP2 15 0 8 7
ISP3 13 8 0 5

Table 3.6: Coverage of protection tunnels

Network | Links not protected by No 1 20r+
LFA/U-TURN/TEP | TEP+ | TEP+ | TEP+s
Abilene 2 0 2 0
GEANT - - -
ISP1 32 0 29 3
ISP2 - - - -
ISP3 8 0 6 2

Table 3.7: Coverage of protection tunnels with directedvéoding

CH — IP intheir SPT. And all the routers that/V reaches without using its link
with KC (SV, ST, LA) haveDN — KC'in their SPT.

Let us look at the protection tunnels that can be establifbrettie link SV —
LA, to recover the reachability dfA and HS. SV can deviate its packets in a
tunnel towarddV A or AT'. As the simulator chooses the closest tunnel endpoint,
SV will select the tunnel towarddT and the length of the path to the protected
destinations will be minimised. However, we can see thahim particular case, a
tunnel with directed forwarding frorfV to KC' — H S would have given optimal
paths to the protected destinations. We can also noticeiirag NotViaaddresses
in this case would have forced the packets frSii to H.S to go to LA, which
would have then forwarded them backAts.

Note that this kind of unfortunate situations rarely océasufficiently meshed
ISPs. Even if Abilene is a small ISP, it is composed of thregdaings that do not
favour protection techniques.

However, protection tunnels did not help to increase thé&egtmn coverage for
ISP1. ISP1 is basically a network with a small set of coreamuand many distant
POPs. The 32 unprotected links in this topology are the logtg/een a core router
and a distant POP. Those distant POPs are connected to tevoatgers. Unfor-
tunately, for each concerned litkorel — POP1, the link Core2 — POP1
is a backup link with a lower bandwidth and a higher IGP weidhtirthermore,
router C'orel is never a neighbour af'ore2. This implies that a U-Turn protec-
tion Corel — Core2 — POP1 is impossible. All these links will thus have to be
protected by using protection tunnels with directed forirag.

In 3.7 we finally see that all the links can be protected by gigirotection
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Network | Links | LFA | U-turns | Tunnel | Directed Tunnel| Notvia
Abilene 28 | 42% 85% 92% 100% -
GEANT 72 | 66% 93% | 100% - -
ISP1 114 | 54% 71% 71% 100% -
ISP2 26 | 15% 42% | 100% - -
ISP3 265 | 65% 95% 96% 100% -

Table 3.8: Combined coverage of loop-free alternates,eptioin tunnels and
NotVia addresses

tunnels with directed forwarding are enabled.

In Abilene, a protection tunnel with directed forwardingnescessary to protect
link DN — KC. The tunnel isDN — SV — LA — HS. Forlink CH — IP,
the directed forwarding tunnel SH — NY — WA — AT.

Table 3.8 summarises the coverage of the IP-based fastemgctachniques
in the studied network topologies. It shows clearly that bynbining loop-free
alternates, U-turns and protection tunnels, it is possiblerotect all links in real
ISP topologies. The values describe the percentage of tirdéscan be protected
by combining the first protection techniques. For exampieGEANT all links
are protected by using LFA, U-turns and protection tunnglsle in Abilene pro-
tection tunnels with directed forwarding are required idiidn to the techniques
used in GEANT. Thenot-via addresses were not necessary to protect unicast IP
traffic in the topologies that we considered.

3.4 Stability of the IP-based fast reroute techniques

Another issue to be considered with fast-reroute techsidgithe stability of those
protections when the network topology changes. Measurestedies of the link
failures in large ISP networks [MIB04, WJL03, SIG 02] have shown that their
topology changes very often. After each topological chatige routers must re-
compute their SPT and update their FIB. As the IP-based giotes also depend
on the properties of the network topology such as the SPiikdHat is protectable
by using a loop-free alternate at timnenay be not protectable anymore by using
this technique at time+ 1 after a distant link failure.

To analyse the stability of the protection techniques, wedwsur simulator to
evaluate the impact of all possible individual links fagdaron the link protection es-
tablished in each topology. For each directed link, we rétioe type of protection
used and the neighbour in the case of loop-free alternatdstams and the tunnel
endpoint when protection tunnels are used. For each tojpaloghange, we count
the number of protections that are affected by the changeopélagical change
can affect a loop-free alternate or a U-turn by either faydhe protection router to
select another alternate or forcing the protection rowteise another technique. A
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topological change can affect a protection tunnel by faydime protection router
to select another tunnel endpoint or use a tunnel with dickdrwarding instead
of a normal tunnel or switch to not-via addresses.

As the current alternative to IP-based protection tectesds to utilize MPLS,
we also plot, as points, for comparison purposes, the nurobénk disjoints
MPLS tunnels that are affected by each topological change.stthulator selects
the link disjoint path with the shortest IGP weight to estblthe MPLS tunnel.
Trivially, such a link disjoint protection tunnel is affect by a topological change
if the topological change was the suppression of any of tiieslon its path.

Note that after a topological change, some routers may beaimgle-homed.
For example, consider the Abilene topology shown in figuke 81 this topology,
many routers have only two links. If lindT — W A is removed, then none of the
links attached td’ A, NY andC'H can be protected anymore. This is true for
both the IP-based protection techniques and the utilizadfdink disjoint MPLS
tunnels. Our simulator detects such cases and does notgrgtert them by using
either technique.

In figure 3.8, the curve shows the number of protections thestwhange after
each topological changes in the Abilene network. We conglte 14 topological
changes that correspond each to the failure of one link ik\tiilene network. The
topological changes were ordered in increasing numberfettad protections.
The topological change with the largest impact is the failfrAT — I P. This link
is the intersection between téS — KC — IP — AT ring and thel P — AT —
WA — NY — CH ring. A link disjoint MPLS tunnel established to protect any
of the links in those rings always uses lidkl" — I P. For the IP-based protection
techniques, consider for example liakC' — H.S. Before the topological change,
this link was protected by using the U-tuiiP — AT. After the change, it is
protected by U-turrDN — SV.

Figure 3.9 provides the stability of the protection teclueis| in GEANT. The
topological change with the highest impact is the failuréhefmost central link of
the network. This link carries a large number of end-to-eaithg. This link is used
by many link disjoint MPLS tunnels. This explains why 30 MPt@nels are af-
fected by this topological change. The main reason why thexdéewer protection
changes with the IP-based techniques compared to the Kjdirtti MPLS tunnels
is that when there exists a loop-free alternate, it rarengles when a distant link
is removed. On the contrary many link disjoint MPLS tunnebslang. Thus, they
are affected by more topological changes.

Finally, we provide in figures 3.10 and 3.11 the stabilityte# protection tech-
niques in ISP1 and ISP3. When considering the 143 topolbgimnges in ISP3,
we found that the link disjoint MPLS tunnels are less affddtean the IP-based
techniques for 31 changes, while the IP-based techniqeeess affected for 55
changes. For the other 57 changes, as many link disjoint MBu&ls as IP-based
protections are affected by the change. This means thaP8 tise IP-based pro-
tection techniques are slightly more stable than the lisiodit MPLS tunnels. A
similar result is found when considering the stability of fbrotection techniques
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in ISP1.
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Figure 3.10: Stability of the protection techniques in ISP1

3.5 Applicability of IP Fast Reroute techniques

In this section, we review the applicability issues of theaas techniques analysed
in this chapter. We firstly present the inherent issues ofesofrthe techniques
which may prevent them to be deployed. Next, we discuss thkcapility of IP
Fast Reroute techniques for the protection of LDP traffic.

3.5.1 Issues with IP Fast Reroute techniques

Relying on ECMP to achieve fast restoration in case of failarvery impractical.
An ISP that relies on such a technigue has to design its tgga@ohave Equal Cost
Shortest Paths on all source-destination paths. Thisigadins used by some ISPs
for some important links, but protecting all the links of gatogy using ECMP
would be too expensive. Indeed, to take advantage of ECMdregphe topology
must be designed by respecting the constraint of havingl egetpaths from each
source to each destination. This must be combined withdnafjuirements inside
the network, which can lead to complicated network desidgmsthermore, some
ISPs engineer their link metrics to avoid ECMP, this for picad, troubleshooting
purposes. In those cases, ECMP protection cannot apply.
The main drawback of the U-Turn technique is that it requirexlifications

to the forwarding performed on the routers interfaces. quiees to mark packets
following alternate paths in order to let the receiving sydind out that the packets
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Figure 3.11: Stability of the protection techniques in ISP3

it receives must not be forwarded according to its regul8, But using its U-Turn
FIB. Also, it requires to have distinct U-Turn states in eauerface FIB. When
put in balance with the provided coverage gain, this tealmigo longer looks
attractive.

The main issue of protection tunnels is that the end-to-eatfl for source-
destination pairs recovered by using them can be hazardéasexample, such
kind of protection technique can let an intra US link be pcteéd with a tunnel
whose endpoint is in Japan, although an intra US recoveflyspatfeasible to
protect this link.

Due to the automatic and self healing nature of IP FRR schesueh pro-
tection tunnels would have to be continuously monitoredhgydperator. Indeed,
upon a topological change, the operator would have to cHdblk irouters do not
start considering hazardous paths to protect their links paevent the routers from
using them if required.

Although the coverage of this technique was very good in ouerage analy-
sis, even for ISPs with asymmetrical link metrics, the emend path that they use
to achieve such a good coverage turns to be a show stoppéefdeployement of
IP protection tunnels as defined in [BFPSO05].

At the time of this writing, these issues motivated the IETIERwvorking group
to adopt an "LFA + NotVia" as the recommended IP Fast Reratite.s

3.5.2 IP Fast Reroute techniques and LDP traffic

Currently, ISPs using MPLS tunnels established with theel &bstribution Pro-
tocol (LDP) [ADF01] to forward IP traffic across their network have to enable
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MPLS Resource ReSerVation Protocol (RSVP) [BEZ] on each of their links
for the simple purpose of Fast Reroute. In order to protegit thaffic from link
failures, a single hop MPLS-TE tunnel is established on diaklof the network,
and an MPLS FRR tunnel is established to protect each of giegke hop tunnels.

An attractive feature for IP Fast Reroute would be its abiia also protect
LDP traffic, so that such ISPs would benefit from it.

The main question to be answered when protecting LDP traffio preserve
the validity of the labels used to forward the protectedfitafWith MPLS, the
significance of a label is local to a link, so that when a patketeviated on an
alternate path, care must be taken to swap the labels angbyrdi

In the following sections, we discuss the applicability Bf Fast Reroute to
protect LDP traffic. We first discuss FIB organizations issheunded with LDP
protection. Then, we consider the ability of each Fast Rertechnigque to protect
LDP traffic. Finally, we discuss which LDP label distributionodes are recom-
mended to facilitate the deployement of IP FRR.

Organization of the FIB

To emphasize the constraints on the FIB organization irdgdiethe protection of
LDP traffic, let us consider the protection of lidk — E in figure 3.12.

N
(=<0
10 1
v 1 Sa©
10
S
1 1

-—

A B

@;u

Figure 3.12: Simple network topology

N forwards packets destined td and B via link N — E. When LDP is
used,N received fromE the labels that must be used to forward packets to these
nodes. Let us assume that the label mappings are such timatst use labdl, , to
send packets towards$ along link N — E and label g, to send packets towards
B along link N — E. W can be used by as a Loop Free Alternate for such
destinations wheV — E fails. However, the label to be used to forward packets
towardsA along N — W is not necessarily equal ta . Indeed, a different label,
sayl4,, might have been advertised by, and this label must be used to let the
deviated packets be appropriately forwardedBy

That implies that it is not sufficient folv to know the link over which it can
deviate packets towards a given Forwarding EquivalencesGREC). It must also
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maintain which label must be used to send these packets #iangink. As this
information differs for all the FECs reached via a given Jittie most appropriate
FIB organization to protect LDP traffic is similar to the oHestrated in the bottom
part of figure 3.1. For each FEC or LDP label in the FIB, theresintoe a primary
(oif,label) pair to be used as well as a secondary (oif,)ab&ir to be used.

In the remainder of this section, we will discuss the applidg of the various
IP FRR techniques to protect LDP traffic. We assume that tBedr@janization
proposed above is being used.

Applicability of ECMP to protect LDP traffic

When using ECMP protections, the protecting nddwill deviate packets towards

a given FEC to a neighbds that it was already using to reach this FEC. Thus, there
are no specific issues to use ECMP protection in the contdxDé¥ traffic, as the
node already received the required label mapping to forvsah packets over
alternate links. In figure 3.13, nodé will protect the reachability of FEG from

the failure of link N — A by deviating the packets alon§ — B. As this node
already has the label mappirg, 2) to reachf via this link, nothing else has to
be modified inN.

Label mappings in N
f: oif A label L1 @

f: oif B label L2

Figure 3.13: ECMP repair for LDP

Applicability of LFAs to protect LDP traffic

When using LFAs, a protecting nod€ will deviate packets towards a FELCto
a neighborB that V is not already using to reach this FEC. To be able to quickly
reroute packets towards, N must know in advance which labels must be used to
forward packets along linkV — B.

So, once an LFA has been found to protect a FE@e protecting node must
obtain a label mapping fof from this LFA.

In figure 3.14, nodeB is an LFA of nodelN, protecting linkV — A. In order
to know which label must be used when the LFA is us&dmust send an LDP
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Label Request messageid.

Label mappings in N
f: oif A label L1
f: oif B label ?

------ »Initial paths towards FEC f
~—>LFA repair for FEC f

Figure 3.14: LFA repair for LDP

Applicability of U-Turns to protect LDP traffic

The same requirements as for LFAs apply in the case of U-Turhe protecting
node N must know the label to be used to deviate packets to a neighbdf B
has to forward such packets to a neighlkodifferent from the neighbor thab
normally uses to reach the corresponding FB@nust also request a label for that
FEC fromC.

f: oif A label L1

Label mappings in N @

>
f: oif B label ? A\
S c
B Label mappingsin B
""" >Initial path towards FEC f I 2:: 2 ::E:: I;Z

~—>U-Turn repair for FEC f

Figure 3.15: U-turn repair for LDP

INote that this is only true if the “downstream on demand” lafigtribution mode is used. More
details are provided on this mode latter in this chapter.
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Applicability of Protection Tunnels for LDP traffic

Protecting LDP traffic with Protection tunnels is not an etsk. With this tech-
nique, the protecting nod&  deviates traffic inside a protection tunnel towards
an endpointD that is not affected by the failure. A packet being forwarded
that tunnel will be encapsulated using two labels. The datel is used to reach
the tunnel endpoinD and the inner label identifies the FEC corresponding to that
packet, e.g its egress point. Once the packet is pushed tarthel, the inner label
will not be used or switched until the packet reacliesAs N must set this label
consistently with the LFIB ofD, it must establish a remote LDP peering session
betweenN and D, so thatN can set the appropriate inner label. Let us consider
this issue in figure 3.16V wants to protect linkV — A with a protection tunnel
whose tail-end iD. Initially, N was sending packets towarfi$o A, encapsulated
using label.1. Upon failure detection)V will tunnel the packets t@. To do that,

it will send them toB, using a second encapsulation with lab&l However, N
cannot use labdl1 as inner label as this label is not mapped witim D. Thus,N
must have an LDP session established withso that it can learn the label map-
ping (f, L3) from D. The packet towardg forwarded byN along the protection
tunnel will thus have an outer labéR so that it will be correctly switched t®,

and an inner label 3 so thatD will correctly switch it towardsf.

>Initial path towards FEC f

Label mappings in N ~——>Tunnel repair for FEC f
f: iif B label L5

oif A label L1 STe.
1 , A

D: oif B label L2

e D

1 - e Label mappings in D
B- 10 f. iif C label L3
Label mappings in B oif F label L4
D: iif N label L2
oif C label L5

f : oif N label L6

Figure 3.16: Tunnel repair for LDP

When using Protection Tunnels with direct forwarding, tmelglem is even
more complex.N must use an outer label to reaéh an inner label to identify
the FEC. But, also the neighbor to whiéh will send the packet must be made
identifiable byD. To do that, multiple FEC, and thus label mappings would have
to be originated byD. Each FEC would identify the link thad must use when
receiving packets encapsulated in the label corresponditigs FEC.
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Applicability of NotVia to protect LDP traffic

When using NotVia, in link protection mode, the protectingda N will encap-
sulate an LDP packet in another LDP packet correspondinigetdNbtVia address
used for the protection. To do this, it must be ensured tleatiairend of the tunnel
will correctly switch the LDP packets received over thisrtah The solution to
this issue depends on the label space used for distribugiohetunnel tail-end.

If the tunnel tail-end uses per-platform label space N can use the same
inner label as it would use to forward the packet over thegatetd link. Indeed,
the tail-end of the link is also the tail-end of the proteclied, so that the packet
received over the tunnel can be forwarded as is.

Label mappings in A
Label mappings in N f: incoming label L3
f: iif B label L5 oif F label L4
oif A label L1
A notvia N-A:
oif B label L2

"""" >|nitial path towards FEC f
~——>NotViarepair for FEC f

Figure 3.17: NotVia repair for LDP

This case is illustrated in figure 3.17V protects link N — A using NotVia
addressAny_. 4. N received the label mapping for FECover link N «— A, so
that it knows thatd’s incoming label for FECS is L3. To deviate traffic destined
to f whenN — A fails, NV will swap the packets towardéthat it receives, using
label 1.3, and encapsulate this packet in another LDP packet with laén order
to forward it to B. When the packet reachefs A pops the label and forwards an
LDP packet whose incoming label is3, so that it knows it has to swap it th4
and forward it towardg'.

If the tunnel tail-end uses per-interface label space the inner label that
must be used by differs according to the interface at which the tunnel ends.
Indeed, the label switching of packets received over anfade depends on the
interface itself. In that case, the tunnel tail-end mustisiie label mappings for
each protected FEC t& in order to havelV switch the inner labels so that they
match those used on the incoming interface terminating tbeegtion tunnel. It
is therefore necessary for the tunnel end-point to know Wwhiterface terminates
the protection tunnel.

This case is illustrated in figure 3.18. In this case, thenmiog label for pack-
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Label mappings in A
f:

) ] iif D label L3
Label mappings in N iif N label L4
f: iif B label L5 oif Flabel L6
oif A labelL2 gl >
A notvia N-A:

oif B label L2

"""" >|nitial path towards FEC f
~—>NotVia repair for FEC f

Figure 3.18: NotVia repair for LDP with per-interface lalsplace

ets towards FEC is L3 when the incoming interface is the one connected to
A < D and L4 when the incoming interface is the one connectedite-~ NN.
Thus, N does not have the sufficient information to appropriatelgsihe label of
packets destined tf when the NotVia repair has to be used. In order to solve this
issue, a new LDP request message should be usedAbietrieve label mapping
information bound with the interface of connected tod — D. Another mean
could be to letd establish a remote LDP peering session witlo let A retrieve
such information with regular label request message. Hsissolution is only fea-
sible when downstream label distribution and liberal retenmodes are used by
D. If itis not the caseD will not know the label to be used when it does not use
the link D — A to reachf.

IPFRR to protect LDP traffic and label distribution modes

Label advertisement can operate in either "downstream amadd" or "down-
stream unsolicited" modes [AD®1]. Under downstream on demand mode, an
LSR only sends a label mapping upstream as a response tolaitéapel request
from the upstream node. Under downstream unsolicited manl¢.SR sends la-
bel mappings upstream even for the FECs that were not remLibgtthe upstream
node.

Label retention mode can operate in either "liberal" or smmative” modes
[ADF*01]. Under liberal mode, an LSR retains a mapping receiveah fa down-
stream node even if this LSR does not use the downstream adolevard packets
to the corresponding FEC. Under conservative mode, onlyriigpings actually
used for forwarding are retained by the LSR.

When IPFRR is used in conjunction with LDP, routers will haeeforward
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deviated packets over links that are not initially used tchesome FECs in the
network. Under conservative retention and downstream onmadd modes, the
lack of label information over these links will dramatigafilow the restoration, as
the recovery will only take place after an exchange of labappings among the
routers. In order to guarantee a fast recovery, downstrezsuligited advertise-
ment and liberal retention modes should be used.

3.6 Related work

One of the first approach to provide fast-reroute in IP netwavas described in
[NST99]. Narvaez et al. developed local restoration temies to provide restora-
tion in case of link failures. The first technique discussedNST99] is the uti-
lization of tunnels. It was rejected in 1999 based on thefitiehcy of the packet
encapsulation and decapsulation on high-end routers tatithe. Today, thanks
to the need to support VPN services, recent routers canrpedocapsulation and
decapsulation at line rate. Then, [NST99] proposed a tgcienio allow the pro-
tection router to inform the routers on the restoration phtt they should update
their routing table. This avoids the need to flood a new litdltespacket through-
out the network and provides faster convergence since ofgwaouters need to
update their FIB. As this technique requires to update tlied¥lseveral routers,
it will achieve a longer restoration time than the techngjdiscussed here, where
only the protection router needs to reroute.

In [LYN T04], Lee et al. proposed a local rerouting technique calégidre
insensitive routing (FIR). This approach prepares theifaibnd is thus similar in
principle to the techniques discussed in this thesis. Aslies on per-interface
specific forwarding tables, it belongs to the same family afisons as the U-
turn technique discussed in this part of the work. Anotherilar technique was
proposed in [ZKN 05]. Note however that compared to the techniques described
here, that quickly reroute the packets affected by a failtive solution described
in [ZKN *05] discards affected packets to avoid transient loops.

In [SCK™03], Schollmeier et al. proposed a new routing scheme céliethat
allows each router to compute several paths for each déstingAs a protection
router has alternate paths to reach all destinations it asifyeeact to any failure.
However, the main drawback of this new routing scheme isitte@nnot be used
in current networks that are using OSPF or ISIS.

A few other fast reroute protection techniques have beepgsed [NaiO4b,
NaiO4a] but are not really considered within IETF.

3.7 Conclusion

To provide faster recovery in case of failures in IP netwptke IETF is currently
investigating several fast-reroute techniques : loop-&kernates, U-turns, protec-
tion tunnels and NotVia addresses. With those techniquesitar that detects a
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local link failure can forward the packets affected by thidufe to either directly
an alternate neighbour or by encapsulating them inside reetuowards a distant
router. We have explained those techniques as well as tthesintdages and draw-
backs.

Compared to currently deployed fast-reroute techniqiesMPLS-based link
disjoint tunnels, a first concern with the IP-based fastutrdechniques is their
coverage, i.e. the number of links that can be protected tly eschnique in large
networks. We have obtained the real topology of five veryedét networks and
shown by simulation that loop-free alternates combineti Witurns are sufficient
to protect between 40 and 90% of the directed links. Furtbesmin all studied
networks, adding protection tunnels to those two basiaiiecies was sufficient to
achieve a full coverage. We also evaluated the stabilitheiP-based fast reroute
techniques by simulating the impact of distant link faikio: established IP-based
protections. Our simulations indicate that the IP-baselrigues are as stable as
the currently deployed MPLS-based link disjoint tunnels.

However, U-Turns and Protection tunnels suffer from drasibawhich ren-
der them less attractive when compared to the gain in cogdteg they provide.
These issues tend to favour a combination of LFAs and NotWdresses. This
combination would provide a lightweight protection for tivks whose surround-
ings allow their application, while only enabling the heawgchinery of NotVia to
protect the few links that are not fully covered with LFAs.



Chapter 4

Transient Forwarding Loops
during IGP convergence

During our study of the convergence time, presented in eéh&ytve found out that
the recovery of the reachability was not always obtaineddhe routers adjacent
to the failing ressources have updated their FIB. Indeednwiot all the routers
have updated their FIB according to a given topological geariransient=IB
inconsistenciesand forwarding loops can occur among the routers. Such loops
finally lead to packet loss because they are responsible bfekpiration and link
saturation.

IP Fast Reroute techniques do not solve these problems wrothe. Indeed,
even if a failed link was protected with a Fast Reroute temhaj the adaptation of
the routers to the new topology, considering the removai®failed link, can lead
to transient inconsistenciepstream of the failed link.

When a link has to be shutdown due tmaintenance operation packets can
also be lost. First, the command issued to the router candmegsed abruptly,
turning this predictable event into an event that is harrfdupacket delivery. To
reduce the impact of this issue, the operator can previ@eslthe metric of the link
being brought down td/ AX M ETRIC — 1 [TRO06], in order to have this link
no longer belong to any shortest path accross the network wieshutdown is
performed. However, transient inconsistencies can oagowng the routers during
this transition, and packets can still be lost.

The first objective of this chapter is to study the potertiiadif transient for-
warding loops in real topologies. The approach is diffeffeoin the simulation
study of chapter 2 as here we identify all the potential fodiveg loops, inde-
pendently of the flooding dynamics and FIB update times ofrtluers. We will
see in this analysis that forwarding loops can occur for ai@ant number of
topological changes in the network topologies under stédiso, we will observe
pathological casesvhere a very large number of destination nodes can be affecte
by forwarding loops after a single failure. The results o #inalysis motivate the
design of loop avoidance schemes for the IGP.

81
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The second objective of this chapter is to identify casegghédoop avoidance
mechanism could be used to provide a totally loss free cgevee.

This chapter is organized as follows. Section 4.1 presdmgrtethodology
used to identify potential forwarding loops. Section 4.29emts the results of
analysis performed on various network topologies. Nexttige 4.3 discusses the
impact of microloops on IP packet flows and section 4.4 inioed insights on
when these loops could be avoided. Finally, section 4.5 slsne conclusion.

4.1 Capturing the transient forwarding loops in a network
topology

This section describes the algorithm that we use to idethiéyforwarding loops
that can occur upon a topological change. The algorithm arssthe following
question : "For a given link failure or link installation, ahare the destinations for
which there exists an ordering of the FIB updates that triggdransient forward-
ing loop ?".

Due to the number of nodes in the topologies under study, ribipractical
to generate all the potential orderings of the FIB updatestast if they lead to
forwarding loops. Instead we will rely on theorem 4.1.1.

This theorem uses the notion of reverse Shortest Path TieB3). The rSPT
of a nodeN in a weighted direct graph G,SPT (N, G), is the acyclic directed
graphG made of the merging of the set of shortest paths from all tldesidn the
network toV, in the graph G. It can be computed by carrying out the contiputa
of the Dijkstra algorithm on the graph obtained by swapphmg weights of each
edge in the graph (namely the link metrics), the metric df Ikh — Y becoming
the metric of the linkk” — X, and vice versa.

Theorem 4.1.1 Given a linki, a destinatiornd, and a network grapld-, there exists
an ordering of the FIB updates among the nodes of a netwotkehds to transient
forwarding loops, wheid is removed from (or added td@y, turning G into &, iif
the merging of-SPT(d,G) andrSPT(d,G") contains a cycle.

Proof :

The presence of a linkk — Y in G means thatX is forwarding packets
destined tod to its neighborY’, before having updated its FIB according to the
topological change.

The presence of a linKk — Y in G’ means thatX is forwarding packets
destined tal to its neighborY’, after having updated its FIB according to the topo-
logical change.

If there is a cycle in the merging @ andG’, there exists a simple cyclé
in this graph. A" is simple, it captures an instant during the convergencenwhe
some of the routers belonging € have updated their FIB at this time, and some
of them have not. If a packet destineddaeaches a member @f, it will be
forwarded along this cycle, so that it is caught in a loop.J}



4.2. Topology Analysis 83

Algorithm 1 presents a pseudo-code for the detection ofrad&ins potentially
affected by forwarding loops during the convergence foltmwthe failure of a
link. Destinations potentially affected by such forwaglloops are also potentially
affected by loops when the link comes back up to service. Naewe perform
a trivial testing of the presence of length-2 cycles during tmerging of rSPTs,
in order to spare the unnecessary execution of a cycle detegigorithm on the
obtained merging of the graphs. In other words, when thegesisnple two-hop
loop in the merging of two rSPTs, we do not carry out a full eygétection.

Compute the set of nodes suffering from potential trandmmtarding loops
in network graphG, upon failure of linkX — Y :

Set LoopyDestinations = {};
graph SPT(X) = Dijkstra(G,X);
Set AffectedDestinations = nodes downstreankXof- Y in SPT(X);
GraphG' =G\X — Y
foreach d € AffectedDestinationdo
/[Run dijkstra onG with root d, with swapped weights
Graph rSPT(d) = rDijkstra(G,d);
//Run dijkstra onG’ with root d, with swapped weights
Graph rSPT'(d) = rDijkstra(G’,d);
/IMerge both acyclic graphs. Detect length-2 loops duriregrherging
Boolean two-hop-loop = merge(rSPT(d),rSPT'(d),mergeldRS;
if two-hop-loopthen
add(LoopyDestinations,d);
end
else
/[Detect longer cycles;
if (detectCycles(mergedRSPTH®)¢n
add(LoopyDestinations,d);

end
end
end

Algorithm 1: An algorithm to detect potential transient forwardingpso

4.2 Topology Analysis

In this section, we analyse the potential forwarding lodyd tan occur in 4 ISP
topologies. We applied the Algorithm 1 to discover the ptgfiorwarding loops
that can occur when a link fails in those topologies.

Infigure 4.1, we see the cumulative distribution of the petage of destination
nodes that are potentially affected by microloops upon #ilere of each link of
the topology. Figure 4.2 shows a zoom on the bottom part sffifure.
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Cumulative distribution of Micro Loops upon link failures
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Figure 4.1: Destinations affected by micro loops upon lakufes in 4 ISP topolo-
gies
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gies (Zoom)
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Topology “Tier-1 A’ is a large Tier-1 ISP containing approxately 200 nodes
and directed 800 links. “Tier-1 B” contains approximatel{0lnodes and 400
directed links. Topology “ISP 1” is a regional ISP contagiground 50 nodes and
200 directed links and topology "ISP 2" is a small local ISRtaming around 30
nodes and 60 directed links.

Our first observation is that the distribution of the peregst of destinations
affected by micro loops upon a link failure is similar for ttveo Tier-1 ISPs.

We can see that forwarding loops are possible for 50% of the Ibf the topol-
ogy in Tier-1 A. 20% of the links can lead to forwarding looms bnly 1 desti-
nation node, typically for the tail-end of the failing linkor 17% of the links of
the topology, i.e. approximately 130 links, the number dftohations affected by
forwarding loops is larger than 10. 5% of the links are paigal, with a number
of destinations affected by forwarding loops between 10flesand all the desti-
nation nodes excepting the head-end of the failed link. Bipelogy “Tier-1 B”
shows a very similar behaviour. Microloops are possibledfdo of the links of
the topology. 10% of the links can lead to forwarding loopsdoly 1 destination
node. For 15% of the links, the number of destinations affitdly forwarding
loops is larger than 10. The last 5% of the links are pathokdgivith a percentage
of destinations potentially affected by microloops reaghilp to very close than
100%.

Typically, the pathological cases are links in the PoP desliftom the PoP to
the core of the network. These links carry traffic from thi®Rowards all the other
nodes of the network. The design of both topologies lookslairm those places
of the network, having pops designed as squares or ringshwviaive an important
forwarding loop potential by essence.

The less pathological cases are actually the reverse idineat the links that
can suffer from a large number of micro loops. These are ttkes Icarrying traf-
fic from the core of the network towards each pop, hence thdlemmaumber of
affected destinations.

The shapes of the two smaller ISP topologies are similar towbled star.
Though, these double stars are unbalanced, with accesssaegching a part
of the destinations via one star, and the other part via therofThat is, one given
link never carries the traffic from one pop towards all theeothops of the net-
work. This explains why there are no such cases where ndatheadestinations
can suffer from microloops upon a single link failure, as whserved in the Tier-1
ISPs. Still, around 40% of the links can lead to forwardingp® upon failure in
both topologies.

4.3 Impact of micro loops

Let us analyse the impact of micro loops on a packet flow, basdeigure 4.3. In
this topology, noded is sending packets towards nofe along the shortest path
A— R— X — Y — B. Letus assume that the link betwe&nand Y fails.
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Figure 4.3: Example of micro loop

First, this flow will experiencgpacket lossbecauseX forwards traffic destined to
B along afailed link. WherX detects the failure of the link, as described in X3,
will originate a new Link-State packet and flood it accross ietwork. ThenX
will recompute the shortest paths fraf towards the other nodes of the network
and update its FIB accordingly. The new shortest path frota B after the failure
isA— R—-T—W — Y — B. However,R will update its FIB afterX, so
that it is highly probable that packets destinedtare forwarded byR to X while
X forwards them back t&, hence a forwarding lood - R — X - R — X ...
occurs. WherR has updated its FIB, the reachability may not be recoveredtye
is indeed very likely thafl” updates its FIB afteR. So, whenR deviates packets
along R — T, T will forward them back toR, hence a new forwarding loop
A—- R—T— R— T ..occurs.

When the packets of a flow between a source and a destinagoraaght in
a micro loop, packets will beelayedby the duration of the micro loop. In our
example, router® andT must have updated their FIB in order to have the packets
forwarded byA towardsB actually reachB.

Also, packets of this flow will bee-ordered as packets reaching one of the
member of the loop upon the break of the loop will reach theimizson before
those that still travel along the loop. Let us illustratestre-ordering with an ex-
ample. Let us denote hy; theith packet to be forwarded by towardsB for the
considered packet flow. At timig, R forwardsp; toT'. T has not updated its FIB
yet, and forwards this packet back Bat timet;. At time ¢, R receivesps from
A, and forwards it td". Attimets, T updates its FIB for destinatioB. Attime iy,
Rreceivep; from T and forwards it back t@'. Attimets, T receivegp, forwards
italongT — W. Attime tg, T receives, forwards it alongl’ — W. We clearly
see with this example that packets can be re-ordered due fortvarding loop.

Packets caught in a forwarding loop can dwpped if their Time-to-Live
(TTL) reaches zero before the loop is broken by the routelss iEsue can have
a worsening effect on the convergence time. Indeed, whermtlkepadTL reaches
zero, the receiving router may need to send an ICMP packét toathe source
to notify the error to the source of the packet. Such a bebawdonsumes CPU
ressources on the interface from which the ICMP packet is 82, these ressources
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are critically required during the convergence, as thedd & in charge of updat-
ing the FIB on the interface. Forwarding loops leading to IEpacket generation
can thus be the cause of a delaying of the FIB updates requoitegak forwarding
loops.

Another source of packet drops is from bandwidth usage iediy forward-
ing loops on the links where the loop takes place. Let us asghat a forwarding
loop of 50 msec on a link with a one-way delay of 5 msec. Thigaie is realistic
in nowadays routers and networks. If 20% of the link bandiwigas used before
the event to reach destinations that are caught in the Ibepink will be saturated
after less than 20 msec, and packets will be dropped duegdiration for the
remaining 30 msec.

4.4 When should micro loops be avoided

Several types of changes can occur inside the topology d? aetwork. The most
common type of change is the failure of a link [MiB4]. A network typically
contains point-to-point links and LANs. Point-to-poinbliis are typically used
between Points of Presence (POPs) while LANs are mainly ins@dk POPs.

We distinguish two different cases for link failures. Firétthe failing link
is not locally protected, the IGP should converge as quieklypossible. Second,
if the link is protected with an IP Fast Reroute technique mother technique
[ATC 104, BSPO06], the IGP should converge without causing traheps as the
traffic passes through the tunnel during the IGP convergence

It should be noted that link failures are often caused by rabhoperations
and these can be considered as planned events. Surveystamhdy a large ISP
[ICBDO04] revealed that, over a five month period, 45 % of thkufa events oc-
curred during maintenance hours. Another ISP [DFMO04] iatiis that over one
month, 75 % of the IS-IS events were caused by maintenancatape. An-
other study [MIB~04] mentions that 20 % ddll link down eventsvere planned.
Those planned events should not cause transient forwatdops [DFMO04]. In
the case of a maintenance of a link, some operators set th& rakthe link to
MAX_METRIC in order to let packets be forwarded on the linkridg the con-
vergence [TRO06]. However, doing this is not sufficient asgiant loops can still
occur .

It is also important to consider the increasing integratietween the IP net-
work and the underlying optical network [BRS03]. As the gregion with the op-
tical layer increases, the topology of IP networks will ocpamore frequently than
today. For example, [PDRGO02] proposed to allow routers toadyically estab-
lish optical links to handle traffic spikes. Similar apprbas have been proposed
with MPLS tunnels. Once a new optical link or MPLS tunnelsdrees active, an
IGP adjacency will be established between the attacheérand the link will be
advertised in the IGP [SS04]. Unfortunately, the additiod e&emoval of each of
those tunnels can cause transient loops in the network.
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Another source of changes in IP networks are the IGP mefraday, network
operators often change IGP metrics manually to reroute doaffec in case of
sudden traffic increase [TR06]. Furthermore, several d@lgus have also been
proposed to automate this tuning of the IGP metrics for traffigineering purposes
[FRTO2]. Today, those algorithms are mainly implementedeétwork planning
and management tools [FGDO, BLD'07]. However, ISPs are still reluctant to
use such tools to frequently change their IGP metrics as ela@hge may create
transient forwarding loops in their network.

A second type of important events are those that affect reuRouters can fail
abruptly, but often routers need to be rebooted for softwpggades. For example,
figure 6 of [MIB*04] shows that during September and October 2002, many links
of the Sprint network “failed” once per week during mainteca hours. Those
failures are probably due to planned software upgrades @figkrs in the network.

When an I1S-1$ router needs to stop forwarding IP packets, IS-IS can flood
a new LSP indicating the router as overloaded [ISO02]. Sdaislhave even
defined operational procedures [DFMO04] to bring routers méwy changing link
metrics and setting thever | oad bi t, but those procedures are not sufficient to
ensure that transient loops will not occur during the IGR/eogence. The graceful
restart extensions [SDV02, SG04b, MPELO3] could be usedwehmuter is re-
booting. However, those extensions cannot be used for tirgenance operations
affecting the forwarding plane of the router. As shown by dheve discussion,
there are many different types of changes in IP networksshatild be handled
without risking to create transient routing loops in thewak.

Another kind of events to which routers should adapt withmatket loss are
the "positive" events. When a router or a link is brought uphie topology, it is
very unfortunate that the IGP converges by letting packetdrbpped.

4.5 Conclusion

In this chapter, we presented a method to count the potdotimhrding loops that
can occur upon a single link failure, given a network topgldage. the network
graph and the metrics associated with the links of the nétwbhen, we applied
our technique to four different topologies. We observed thiaro loops can actu-
ally occur in real ISP topologies, due to the way these arigded. We also notice
that pathological cases can occur, where a large amounsbhdtons are affected
by microloops upon a single link failure. This observatisrséomehow concerning
as Quality of Service can be deeply impacted as a result séthrecro loops.
When a link is manually shut down by an operator, the sameanhdops can
occur so that manual, predictable operations on the neteanrlalso have an harm-
ful impact on the reachability throughout the network. Tisisue strongly moti-
vates the introduction of loop avoidance mechanism thabeamsed upon manual
topology reconfiguration, where there should not be a "regdvfrom failure, but,

LA similar reasoning is valid for OSPF as well.
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instead, a smooth transition to a forwarding state that dotsise the link being
manually removed.

Also, in the case of a sudden failure protected by a Fast Reroachanism,
the reachability in the network is ensured, so that the itiansto the forwarding
state taking into account the new shortest paths accrosgeth®rk should also be
carried out in a smooth, loss free fashion.
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Chapter 5

Forwarding Loop avoidance
using Ordered FIB Updates

When using link-state protocols such as OSPF or IS-IS, fating loops can oc-
cur transiently when the routers adapt their forwardindeslas a response to a
topological change. In chapter 4, we analyzed the potéwtiall such forwarding
loops on real ISP topologies, and we motivated loop avoigamechanisms for the
IGP.

In this chapter, we present a mechanism that lets the neteamkerge to its
optimal forwarding state without risking any transientpeand the related packet
loss. The mechanism is based on an ordering of the updatése dotwarding
tables of the routers. Our solution can be used in the casglainmed change in
the state of a set of links and in the case of unpredictablaggsawhen combined
with a local protection scheme.

The supported topology changes are link transitions frortoufmwn, down to
up, and updates of link metrics. Finally, we show by simolatihat sub-second
loop free convergence is possible.

5.1 Introduction

In this chapter, we first prove in section 5.2 that the updatéke FIB can be or-
dered to avoid transient loops after a topology change tiifga set of links. This
proof is constructive as we give an algorithm that routersagaply to compute the
ranks that let them respect the proposed ordering. To reipe®rdering, routers
can compute a “rank” corresponding to the time at which thegthupdate their
FIB. In section 5.3, we analyse the ranks that routers wopjdyain real topolo-
gies upon a link shutdown. Next, in section 5.4, we proposest"completion
messages" to bypass the ranks computed by the routers,tsbeéHaopfree con-
vergence process can complete faster. In section 5.5, vigaéydy simulations
the time required by our modified link-state protocol to cenge. In Section 5.6,
we present an optimization that lets routers find out whey ¢hae reroute without

91
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respecting their rank while ensuring that no loop will occum section 5.8, we
summarize the applicability of the solution w.r.t. the tygdgouting system being
used and the nature of the topological change. We notabtyisisthe applicabil-
ity of the solution when the topological change is a suddénréaof resources
that are not protected by a Fast Reroute technique. In s8€6tih we review the
other mechanisms that have been proposed to enhance trexgemee of the IGP.
Finally, we draw some conclusions in section 5.9.

5.2 An ordering for the FIB updates

To avoid transient loops during the convergence of linkespaotocols, we propose
to force the routers to update their FIB by respecting anrordehat will ensure

the consistency among the FIB of all the routers during thele/fltconvergence
phase of the network.

In the context of a predictable maintenance operation,dbgaurces undergo-
ing the maintenance will be kept up until the routers haveatgmi their FIB and
no longer use the links to forward packets. In the case of desuéhilure of a link
that is protected with a Fast Reroute technique, the praposiering ensures that
a packet entering the network will either follow a consisteath to its destination
by avoiding the failed component or reach the router adfatethe failure and
will be deviated by the Fast Reroute technique to a node shradti affected by the
failure, so that it will finally reach its destination.

In this section, we briefly review the orderings in the cassimle link events
(link down or metric increase, link up or metric decreashgttwe proposed in
[FBO5]. Then, we extend the solution to events affectingr&th&isk Link Groups.
Finally, we discuss router and line card events, which aréqodar SRLG cases.

As those orderings are applied in the cas@mdictable changesand in the
case of sudden changes where a local protection is provalaxling transient
loops will permit to avoid all the packet losses during thé&I@nvergence inside
the network.

Note that the proposed orderings are valid when asymmeElin&ametrics are
used in the topology, i.e., when there exists lidks— Y such that the metric of
X — Y is not equal to the metric &f — X.

Also, the solution takes into account the case where melggual cost paths
from one router to another are used before and/or after thetein the following
sections, we use the terms of Shortest Path Trees, andeeykwstest Path Trees
to respectivley denote the set of shortest paths from ardotthe other routers
of the network and the set of shortest paths from all the reutea given router.
When Equal Cost MultiPath (ECMP) is used, the union of thesthgpform an
acyclic graph, not a tree. We will explain how routers dedhwhis when it could
lead to ambiguous results in the provided proofs and alyost



5.2. An ordering for the FIB updates 93

5.2.1 Single Link Events
Link down or metric increase

In the case of a link down or metric increase event for a lak— Y, a routerR
must update its FIBafter all the routers that used R to reachY” before the event.

To respect this orderind? computes-SPT,,;(X — Y'), the part of the reverse
Shortest Path Tree (rSPT) bfin the old topology that is affected by the change.
The rSPT of a node is the set of shortest paths to this nodepdtef interest in
this rSPT is the set of shortest pathg” that are affected by the failure &f — Y.
Within this part, the subtree that is und®rn »SPT,,;(X — Y) contains all the
paths toR that were used to reach at least one destinatiorRvéand link X — Y
before the event.

The rank ofR is equal to the depth of this subtre&pth(R, rSPTy (X —
Y)). In the case of ECMP, the rank &f is the maximum number of hops among
the equal cost shortest pathsRoinside the graph. This value can be easily ob-
tained by computing S PT,,4(Y), the set of shortest paths Ya

The time at whichR will be allowed to update its FIB is equal to the obtained
rank multiplied by a configurable worst-case FIB update tithat depends on the
number of prefixes that are advertised in the network.

By applying this ordering, a routeR that has not yet updated its FIB for the
destinations that it reached via — Y will forward packets to these destinations
along routers that computed a larger rank value, so that ritheriag will be re-
spected.

1. Let us assume that a routBrwas using a neighbaV to reachY” via X
2. RisbelowN in rSPTyq (X —Y)

3. From 2, we have

Rank(N) = depth(N,rSPTy4(X — Y))

>

depth(R,rSPTyq(X —Y))+1

4. The same property can be verified hop by hop along the patis? to X

We proved that the proposed rank will let a rouieupdate its FIB before the
routers thatR used to reach the failing link. This implies that the routaieng
those paths will not have updated their FIB whrhas not updated its FIB yet.
The packets forwarded ki will thus arrive inY and be forwarded on non affected
paths fromY to d. Itis sure that the paths froii to d are not affected by the event.
Indeed, if one router was using — Y to reachd, thenY could not useX « Y
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Figure 5.1: The Abilene network

to reachd. The contrary would imply an intra domain forwarding loopilethe
network was stable.

As an example, let us consider the shutdown of itk <~ K C'in figure 5.1.
According to the ordering, the rank d@iP is 3, as longest branch undé® in
rSPT, (IP — KC)isIP — CH — NY — WA. AT has a rank of), because
itis a leaf inrSPT, (IP — KC). So,IP will reroute afterA7T and no loop
will occur along/ P < AT'. Similarly, the rank ofVY is one because the deepest
branch undeNY in rSPT, (IP — KC)is NY — WA. W A has arank o6, as
itis a leaf inrSPT,4(IP — KC). So,W A will update its FIB beforeVY and
no loop will occur alongV A < NY.

Link up or metric decrease

When alinkX — Y is brought up in the network, or its metric is decreased, ¢he r
quired ordering is such that a routRrupdates its FIBefore the routers that will
useR to reachy via X. To apply this orderingk computesPathLength(R, X),
the number of hops of its path frof to X. Note that in the case of ECMP, the
considered number of hops is the largest one among the heudtiual cost paths.
This value, that we call the rank @, is easily obtained by when it computes its
new SPT to update its FIB.

All the routersN along the paths fronR to X compute a shorter rank value,
so that they will update their FIB befor, and the ordering will be respected.

For each routefV on the path fronR to X :

1.
Rank(R) = PathLength(R, X)

>
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PathLength(R, N) 4+ PathLength(N, X)

Rank(N) = PathLength(N, X)

3. PathLength(R,N) >0
4. From 2 and 3, we have
PathLength(R, X) = Rank(R)

>
PathLength(N, X) = Rank(N)

The time at whichR will be allowed to update its FIB is equal to its rank
multiplied by the worst-case FIB update time.

We proved that each routéf being on the new paths frof to X will update
its FIB beforeR. Thus, packets rerouted @y towardsX — Y will be forwarded
by routers with updated FIBs, so that the packets deviated Wwill reachX — Y
to finally reach their destination.

As an example, let us consider the re-activation of IlK' < IP in the
topology depicted in figure 5.1. There could be a forwardimgplin that case if
W A updates its FIB with regard to this event befd¥@”, asiW A would forward
packets destined t&C' alongW A — NY, althoughNY was forwarding such
packets alongVY — W A before the link up event. Also, a forwarding loop
could take place alonglT < IP if AT updates its FIB beforéP. However,
this second forwarding loop should not happen in practi@absel P will be the
first to be aware of the link up event. According to the proplosaking, P up-
dates its FIB directly becausBathLength(IP,1P) = 0. AT, will update its
FIB after one worst-case FIB update time,fAagthLength(AT,IP) = 1. Simi-
larly, W A will update its FIB afterNY becausePathLength(NY,IP) = 2 and
PathLength(W A, IP) = 3, so that the potential loop betweény and W A
could not occur if the ranking is applied.

5.2.2 Shared Risk Link Group events

In this section, we extend the idea underlying the schemsifigle link cases to
predictable events affecting a set of links in the network.

One could argue that when an operator wants to shut a setksfdiown, he
could consecutively shut down each link of the set and |d8l8pply the solution
for single link events.

This technique has some disadvantages. Firstly, this igaebrcan produce a
large number of end-to-end paths shifts, as routers mayrespanse to the shut-
down of a link, reroute packets on alternate paths via othks ito be shut down.
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The techniques proposed in this section let routers usepbsi-convergence out-
going interfaces towards a given destination upon the firdtwnique update of
their FIB for this destination. Secondly, predictable dsaffecting multiple links

can be caused for example by the installation or the shutdfvan optical switch

supporting a set of links in the network. As the optical lagad the IP network
tends to be more and more integrated, an optical switch god®y a shutdown

could notify the 1S-IS routers to which it is connected ofufgcoming failure. In

this case, the event is not under the control of the operétbedP network so that
it would not be possible for the operator to schedule a sempuehsingle link shut

down operations.

These two issues motivated the generalization of our teciesi to the events
affecting a set of links.

Currently, 1S-IS does not allow to perform a shutdown oratfiation of a set
of links, using a single command issued in one router, or hydiltgg one single
routing message. Indeed, to describe the failure of an SRLG required that
at least one router adjacent to each of the links of the SRL&Ifla link-state
packet describing the failure of this link. The only casesmehthis is possible
is for the particular SRLG cases being the set of links cot@ikto one router.
But this does not cover the case of a shutdown or installatfan optical switch
connected to a set of routers. We thus need to introduce thsihiidy to send
IS-IS or OSPF messages stating that a given SRLG is going &hisedown or
brought up in the network as a result of the event occuringeabptical level. This
could be achieved by assigning SRLG IDs to the links of thevagk and let each
router describe the "shared state” of the SRLG to whichritsslibelong. In order
to consider a given SRLG as being up, all the advertised dhsiedes associated
with this SRLG must be set to up by the routers that are adiaoemne member
of this SRLG. To manually shut down a set of links, an operatarid then issue
a command in one router adjacent to the members of the SRL{Basthe router
will flood its Link-State Packet by setting the state of thRLEs to down.

Note that we do not cover the case where a set of unrelate@suidd failures
occur concurrently in the network. When routers face thisasion they should, as
described in [FBS06], fall back to the regular, fast convergence process.

In the remainder of this section we describe how routers daptao the man-
ual shut down of a set of links by avoiding transient loopsxtiNee present the
solution when a set of links comes back up in the network. I§inae consider
the operational case of an SRLG whose links are connectedetca@mmon node.
These specific cases cover router shut down and installa®well as line card
shutdown and installation.

SRLG Shutdown or SRLG metric increase

In this section, we propose an ordering of the FIB updatespiteserves the tran-
sient forwarding consistency among the routers of the ndtwio the case of a
metric increase (or shutdown) of a set of links. We firstlyegav property of the
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transient forwarding states that allows a loop-free cayeece, and then we present
an ordering that permits to respect this property. As wegmiethe solution in the
context of a predictable topology change, we can assumebdinks affected
by the shut down operation remain up until the routers adjatcethese no longer
forward packets along those links, i.e., the routers widk¢he link up until they
have updated their FIB.

The idea underlying the scheme is the same as for the singledise. We want
to ensure that, during the whole convergence phase, if eepadgth destinatiord
arrives at a rerouting routd® that has not yet updated its FIB fdr then all the
routers along the paths froiR to d have not yet updated their FIB fak either.
This implies thatonce a packet reaches a rerouting router with an outdated FIB
for its destination, it will follow an outdated but consistgath towards it

If this property is always verified, no transient loop canwgcas each packet
entering the network will first follow a path that containseqgsence of routers
with an updated FIB. Then, either it reaches its destinatioit reaches a router
with an outdated FIB. In the later case, we know from the piecgeparagraph that
the packet will reach its destination. Thus, we know thahgascket entering the
network follows a loop-free path towards its destinatiotihd proposed ordering is
respected.

To ensure the respect of this ordering using a rank, the mgnkiust be such
that if a routerR updates its FIB for a destinatiahwith a rankr, then all the routers
lying on the initial paths fronR to d that must update their FIB for destinatidn
must do so with a rank that is strictly greater thanWe propose such a rank in
Definition 5.2.1.

Definition 5.2.1 The rank function for the shut down of a set of ligks l2, ..., 1, },
is min{depth(R,rSPTyq(lx) | Ik € Paths(R,d)}, with Paths(R,d) being the
set of paths that are used &/to reachd before the event.

In other words, a router computes the rank associated wathniedividual link
being shut down that it is currently using, as defined for thgls link shutdown
problem. For each destination for which it has to performB Epdate, it applies
a rank being the minimum among the ranks associated withirtke that it uses to
reach this particular destination.

rSPT,q4(lx) is the acyclic graph containing all the shortest paths tde/éne
tail-end of link/;, on the topology before the evemkpth(R, rSPT,q(lx)), is the
maximum hop distance among the pathgtm this acyclic graph. This depth can
be easily computed on the fly of a reverse SPT computationth&thail-end ofl;,
as aroot.

Theorem 5.2.2 The rank proposed in Definition 5.2.1 satisfies the requineigie
ing of the FIB updates.

Let us now prove Theorem 5.2.2.
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Proof : Let us consider that a routé updates its FIB for a destinatiahwith
arank Rank(R,d)).

We have to prove that, for a routér lying on the initial paths fronR to d we
haveRank(R,d) < Rank(N,d).

Let us denote the affected links on the paths betwéemdd by {i1, lo, ..., [s}.

According to the definition of an SPT, we can see that all tiectdd links
on the paths betweelN andd are also on the paths betweé&nhandd, as R has
N on its shortest paths towards Note thatR can also have other affected links
on its paths towardg. These are the affected links used Byo reach/NV, and the
affected links that are on other equal cost pathstttan the ones vi&/. We denote
the links that are used by and not byN to reachd by {ls11,ls42, ..., ls4+¢}-

1. From the definition of a rank we have
Rank(N,d) = 11312 (depth(N,rSPT(l;))),

and

2. As, before the evenf? usesN to reachd, and N usesl;  to reachd, we
have thatR usesN to reach; s, sothatRis belowN inrSPTy4(l;), with1 <
1 < s, and thus

Vi:1<1<s:
depth(R,rSPTy4(l;)) < depth(N,rSPT,4(l;))

So that we havétank(R,d) < Rank(N,d). |}

Thus,the rank to reroute for destinatio#in a router R, according to the fail-
ure (or the metric increase) of a set of linksls, ..., [ ismin{depth(R,rSPT(l,)) | l, €
Paths(R,d)}.

Note that each destination is associated with a rank whase \@elongs to
the set of ranks computed for each failing link, so that inwlest-case, the FIB
updates will be split in as many parts as there are links bshig down.

Let us illustrate with figure 5.2 the various properties tleaid to a loop free
convergence when the proposed ranking is respected. Ifigbre, the linksk «
Y, Y - Z, 5 < T,andT « Z are being shut down. InitiallyR is using N
to reach destination, so that to apply the orderind? should have a rank strictly
lower than the rank oV w.r.t. destinationd.

All the affected links thatV uses to reacld, i.e., S — T andT — Z, are
used byR to reachd, becauseR usesN to reachd. R also has other affected links
in its paths towards{; R — Y andY — Z. N will consider its rank as being
the minimum between the depths of the two branches underrSPT(S — T)
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e = |nitial packet flow to d

Figure 5.2: lllustration of the SRLG down case

andrSPT(T — Z). R will consider its rank between the depths of the four
branches undeR in rSPT(S — T), rSPT(T — Z), rSPT(R — Y) and
rSPT(Y — Z). Ris belowN in rSPT(S — T), so that the rank associated
by R to this link is strictly lower than the one associated Byto the same link.
The same reasonning can be applied for link- Z. So, R could not have a rank
larger or equal to the rank d¥ w.r.t. destinationd, as R will use as its rank the
minimum depth among those of the branches under itself iseth@o rSPTs and
also in the branches belol in rSPT(R — Y) andrSPT(Y — Z).

SRLG up event or metric decrease

When a set of links is brought up in the network, or when thericeedf a set
of links are decreased, routers can also apply a reroutingnse that ensures the
transient forwarding consistency during the whole corseog phase that follows
the event.

The proposed scheme allows a rerouting rodteéo update its FIB for a des-
tination d once all the routers along the paths frdtrto d have updated their FIB
for d.

If this property is always verified, no transient loop canwgc@s each for-
warded packet for a given destinatidrwill first follow a path composed of a set
of routers whose FIBs have not been updated yet/foFhen, either it reaches
or it reaches a routeR that has already updated its FIB férIn the later case, we
know that all the routers on the path frafto d have updated their FIB faf, so
that the packet will be consistently forwarded#o

Now, we show how routers can apply the proposed ordering.

In the case of a single linK — Y being brought up, a rerouting rout&
updates its FIB by respecting a rank equal to the length (oshof its new shortest
path toX.

In the multiple link case, a router can have a new SPT suchttieashortest
paths towards a destinatiaican contain several of the affected links. However,
will still compute the ranks associated with each link beédngught up individually.
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Then, for each destinatiafy it will apply a rank equal to the maximum of the ranks
among those associated with the affected links that it vgil to reachi.

Let us prove that this technique verifies the aimed loopireperty.

Let us consider that a routdt updates its FIB for a destinatiah We have
to prove that for a neighbaW of R lying on the new paths fronk to d, we have
Rank(R,d) > Rank(N,d).

According to the definition of a SPT, we can see that all thesliof the consid-
ered SRLG that are on the new paths fréhto d are also on the new paths froRh
to d, asR will use N to reachd. We will denote those links byiy, 12, ...,ls}. R
can also have other links of this SRLG in its new paths towdrdscould be, for
example,R — N, or links on another equal cost path towatdsWe will denote
them by{ls i1, ls42, . lst}-

As R will use N to reachd, and N will use [, to reachd, we have thatR
will use N to reachl; _;, so that the rank thak associates with is at least equal
to PathLength(R, N)+ PathLength(N, head_end(l;)), i.e., the maximum hop
length among the shortest paths fr@trio NV plus the rank thalv associates with
I;, which is the maximum hop length among the shortest patins f¥oto the head
end of the linki;, i.e, X if [;, = X — Y. This gives the maximum hop length
among the shortest paths (considering the IGP metrics) fRdmthe head end of
l; viaN.

From the following properties,

1. Rank(N,d) = max (PathLength(N, head_end(l;)))

2. Rank(R,d) = 1<m<ax+t(PathLength(R, head_end(l;))),

3.Vi:1<i<s:

PathLength(R, head_end(l;))
>

PathLength(N, head_end(l;))

So that we hav&tank(R,d) > Rank(N,d)

The same property can be recursively discovered bet@eand its nexthops
towardsd, so that we prove that the rank applied Byfor d will be greater then
the rank applied by each router on new paths fi@no d.

As the rank that a router applies for a destinatidmelongs to the set of ranks
that the router computed for each affected link, the numibgistinct ranks that
can be applied by a router is bounded by the number affectks. li
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5.2.3 Router and Linecard events

Among the events concerning sets of links, we can find pdaaticoredictable
events for sets of links connected to a single router. Thikéscase for router
shut down and setup events, and for line card removal orlliatste. These kind
of events are easy to identify as a set in IS-IS if, upon theédslwn of the router,
the 1S-IS overload bit is set and a link-state packet is fldoolg the concerned
router. In the case of a router or line card up, the event carabity identified as a
set if the router sends a link-state packet describing allitiks being enabled.

In such specific SRLG cases, the first possible behavior obilers is to con-
sider the event as any other set of link events, and apply gahamism proposed
for the general SRLG cases. However, a simpler behaviomikcaple, which will
let each router compute one single rank and perform its Fiitepin one shot.

When a router or a line card of is shut down, the behavior is similar to a
link down event. The rank computed by a roufeis equal to the depth of the tree
below R in rSPTyq(X).

When a routerX or a line card ofX is brought up in the network, the behavior
is similar to a link up event. The rank computed by a routers equal to the
maximum length (in hops) of the new paths frdinto X. The proofs are very
similar to the ones provided for the single link events. Watdhem for the sake
of brievety.

5.3 Analysis of the rank based ordering in ISP topologies

If the ordering of the FIB updates is ensured by the means iofier whose value
is set according to a rank and a worst-case FIB update tireedetaying of the
FIB updates can be long if the topology is such that large ratldes could be
computed by the routers for some events.

To analyze this, we computed the ranks that routers woulty @pphe case of
single link failures. For each link shutdown, we looked & tank applied by the
router being the head-end of the link being shutdown. Thigerois the one with
the largest rank for the considered event. The rank thatgBepby this router is
equal to the worst-case rank that would be applied when tieidi brought back
up in the topology, so that the figure for the link up casesesstiime.

In Figure 5.3, we present the ranks associated with the Ilofils Tier-1 ISP,
containing about 800 (directed) links and about 200 nodese khat among those
links, the IGP metrics are such that some links are not usddadaw others are
used only in one direction. The ranks associated with thassed links are equal
to O in the figure. Note that some links have a rank of O everey tire used. This
is typically the case of a link from an access router to a couger that is only used
by the access router itself. From this figure, we can see dna¢ paths are 14 hops
long. Moreover, a large number of prefixes are advertisetisrtetwork, so that
the worst case FIB update time could be set quite long in dadbe conservative.
If the worst case FIB update time were set to 1 second, thetemaince of a link
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Ranks for graceful link shutdown in a Tier-1
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Figure 5.3: Ranks for the shutdown of the links in a Tier-1 ISP

in this network could last up to 14 seconds. This could beidensd too long by
operators, as other events could occur within such a timdawn

However, in the case of a maintenance of a link terminatirage¢hl4 hops
paths, very few routers using the link are rerouting rout@fgis means that the
FIB update time allocated to them is a waste of time, as rewmat not perform
FIB updates during those periods. The effect is the sameeirdlse of a link up
event.

We performed the same analysis on Geant, a network congan@r{directed)
links and 22 nodes [GEA]. We learned from this analysis tBabfzhe 72 directed
links were only used by the head-end of the link, so that ttieineéd rank was 0.
No delaying would be applied if those links were shut dowrd e link could be
effectively shut down just after the FIB update performedtry head-end of the
link. The worst-case rank is 4, and was obtained for 7 links. eésen with a very
conservative worst-case FIB update time of 1 second andmgletion messages,
the maintenance of a link in Geant would cause a transiently free convergence
time of 4 seconds.

This long convergence time motivated the introduction ohptetion messages
to shortcut the delaying allocated to the routers as soonssiige [FBO5].

5.4 Completion Messages to speed up the convergence phase

One issue of the rank based ordering scheme is that it assumesst-case FIB
update time in each router taking part in the process. Homv@venany cases,
routers only have to perform a FIB update for a subset of thehable destinations,
if any. Moreover, the performances of the routers in a ndtvean differ, so that
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the assumed worst-case FIB update time could be artifid@ily. In summary, the
timer-based ordering works, but it tends to unnecessaelgydthe FIB updates in
the routers.

To solve that issue, we introduce completion messages [FBllaese mes-
sages can be placed inside IS-IS Hello PDUs [BFSP06]. Thegamt by routers
to their neighbors to announce that they have performed EiBi update by re-
specting the ordering. When computing its rank, a routedigitly computes the
set of neighbors from which a completion message shoulddeived before it can
update its own FIB. Routers will retain this set in a "Waitingt".

In this section, we explain how such lists can be built, aneénviouters are
allowed to send completion messages to their neighborgjlbgrssuring the pro-
posed loop free ordering of the FIBs.

We firstly present the scheme for single link events, and Wegeneralize the
solution to events affecting sets of links.

5.4.1 Single Link Events
Link down or metric increase

In the case of a linkk — Y down or metric increase event, a roufelcomputes
rSPT,4(X — Y) to obtain its rank. By doing this, it also computes the set of
its neighbors that were using it to reath This set of neighbors will compose the
waiting list of R. When this waiting list empty, i.e., wheRank(R) = 0, R can
update its FIB directly. When a router has updated its FIBeitds a completion
message to the neighbors that it was using to reich- Y. When a routerR
receives a completion message from one neighbor, it rentbeesender from its
waiting list. When the waiting list ok becomes empty, it is allowed to update its
FIB and send its own completion message.

When a router receives a completion message from a neighlkoiows that
the sender has updated its FIB by respecting the orderidigebh the sender could
only send the completion message because the computedfdelts/FIB update
obtained by the ranking has elapsed or because its Waitstdhas been emptied.
In other words, when the Waiting List of a routBrbecomes empty, all the routers
that were usingR? to reachX — Y have sent their completion message, so that all
of them have updated their FIB.

Link up or metric decrease

In the case of a linkX — Y up or metric decrease event, a rouferecomputes
SPT(R) to determine the FIB updates that are required and its rdnk. + Y
is in its new SPTR will have to reroute after its nexthops féf. Those nexthops
will compose its waiting list for the event. When a router aps its FIB, it will
send a completion message to its neighbors. When a routvesca completion
message from one neighbor, it removes the sender from itsngdist. When
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the Waiting List becomes empty, it is allowed to update it8 Bhd send its own
completion message.

The ordering is still respected as if the Waiting List of atemR is empty, all
the routers on the paths froRmto X — Y have sent their completion message, so
that all of them have updated their FIB.

5.4.2 Shared Risk Link Group events
SRLG down or SRLG metric increase

Each router will maintain one waiting list associated witcle link being shut
down during the rSPT computations. A rerouting router R witlate its FIB for
a destinationd (which means that its paths tbcontain one or more links of the
SRLG) once it has received the completion messages thatkutiie FIB update
in R for one of the links being shut down. When updating its FBselects
the outgoing interfaces for destinatiehaccording to the new topology, i.e., by
considering the removal or the metric increase of all thecffd links.

The meaning of a completion message concerning d k&t by a routeR is
that R has updated its FIB for all the destinations that it was remctia [ before
the event.

Let us now show that if a packet with destinatidmeaches a rerouting router
R that has not performed its FIB update for destinatipthen all the routers on its
paths tod cannot have performed a FIB update dor

If R has not updated its FIB for destinatidnit cannot have sent a completion
message for any of the failing linKshat it uses to reacti. The failing links that
a routerN on Pathsyq(R,d) uses to reach are used by to reachd, so thatV
cannot have received all the necessary completion mesgagas/ of those links.
In other words,R did not send a completion message for the links that it uses to
reachd. ThusR locks the FIB update for those links along its paths towahndst

In Figure 2, we provide the pseudocode that implements tderimig with
completion messages. To process the metric increase (mostm) of a set of link
S, a routerR will compute the reverse SPT rooted on each lidelonging toS,
that it uses in its current, outdated SPT. During this comipr, it will obtain the
rank associated with It will then record the nexthops that it uses to readh
alist I(l). These are the neighbors to which it will send a completioissage
concerning link. If the rank associated with a link is equal to zero, ttieapdates
its FIB directly for the destinations that it reaches viasthink, and it sends a
completion message to the corresponding nexthops. In ttex oasesR builds
the waiting list associated with containing the neighbors that are usiRdo reach
I, and it starts the timer considering the rank associatell this link.

Once a waiting list for a linK becomes empty or its associated timer elapses,
R can update its FIB for all the destinations that it reachedtkis link and send
its own completion messadge)M (1) towards the neighbors that it used to reach the
link.
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Metric increase event for a set of Lirfkprocessed by router R:
/IComputation of the rSPTs of the affected links used by R
foreachLink X — Y € Sdo
if X - Y € SPT,4(R) then
/IComputation of the rSPT
LinkRSPT = rSPTK — Y);
/[Computation of the rank
LinkRank =depth(R, LinkRSPT);
/IComputation of the set of neighbors to which a
/lcompletion message concerning this link will be sent
I(X — Y)=Nexthops(R,X — Y);
if LinkRank ==0 then
/IR is a leaf in rISPTK — Y),
/lit can update its FIB directly
foreachd : X — Y € Pathyq(R,d) do
UpdateFIB(d);
end
/IR can send its completion message for this link.
foreachN € I(X — Y) do
send(N,CM(X —Y));

end
end

else
/IRis notaleaf inrSPTX — Y),
//Computation of the waiting list. WaitingLisi{ — Y)=
Childs(R,LinkRSPT);
//Start the timer associated with this link.

StartTimer(X — Y, LinkRank * MAXFIBTIME);

end
end
end

Upon reception ofCM (X — Y) from NeighborN :
WaitingList(X — Y).remove(V);

Upon (WaitingList(X — Y').becomesEmpty()
Timer(X — Y).hasExpired()) :

/IAll the necessary completion messages have been redeved
/Ithe link or the timer associated with this link has expired
/[Update the FIB for each destination that was reached
[Ivia this link.
foreachd : X — Y € Path(R,d) do

UpdateFIB(d);
end
/ISend the completion messages to the neighbors that were
/lused to reach this link.
foreachN € I(X — Y) do

send(N, CM (X —Y);
end

Algorithm 2 : Processing of a set of link metric increase events
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SRLG up or SRLG metric decrease

In the case of a set of link up or link metric decrease everdash eouter will
maintain a Waiting List associated with each link being lgttwip in the network.
For each affected link, its associated Waiting List is thmaas for the single link
case.

A router R is allowed to reroute packets for a destinatibto a new nexthop
N when it has received the completion messages fidrassociated with all the
affected links of at least one of the equal cost paths betweemdd in the new
SPT of R.

A router R will send completion messages for a lidk — Y to its neighbors
once it has updated its FIB for the destinations that it reaatia X — Y and the
affected links for which it already sent a completion messa¢pte that if there are
some destinations th&t now reaches vi&X — Y and some other upcoming links,
the fact thatR sent a completion message for the likk— Y does not mean that
R has updated its FIB for this destination. It means tRdtas updated its FIB for
the destinations that are only reached via the new upcormkgXl — Y. When a
router has sent completion messages for a set of upcomikgdint means that it
has updated its FIB for all the destinations that it reachesny subset of.

When there are equal cost paths betw&eandd, R has the choice to devi-
ate packets destined tbtowards N when N has sent the completion messages
associated with all the upcoming links on all those pathsyleen N has sent the
completion messages associated with all the upcoming bekenging to at least
one of those equal cost paths.

In Figure 3, we present the pseudocode that implements deging with com-
pletion messages. We only present the one which allows a ptiate for a des-
tination d in a routerR, towards a new neighbad¥, as soon agv uses one of its
post-convergence equal cost paths towakds

To process the metric decrease (or the installation) of afsieks S, a routerR
will compute S PT,.,, to obtain the FIB updates that must be performed. Then, the
router initializes a setRerouted) containing the destinations for which an update
has already been sent to the line cards, and a(&ki §ent), containing the set of
upcoming links for which it has already sent a completionsage. The first set is
useful if more than one new outgoing interfaces will be usggddme destinations.
The second set will permit to avoid sending duplicates of gletion messages.

R must then build the waiting lists associated with each ofaffiected links
that it will use. WhenR receives a completion message for a likk— Y, it
applies the procedurgollowNewSPT'. This procedure will perform the FIB up-
dates that are unlocked by the reception of the completicssage. The reception
of CM(X — Y) from N means thatV is using at least one post-convergence
path for the destinations that are belgiv— Y in SPT'(N). It also means tha¥V
does not use any outdated path towards those destinatidiesn thus follow its
own SPT and deviate taV the packets towards the destinations that it will reach
via N and X — Y. The SPT will be followed fromX — Y until R reaches
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another upcoming link within this part of its SPT. At that &mif a completion
message concerning this link had already been receivedfpthenR is allowed
to follow its SPT further on and perform the unlocked FIB ujgda

The first time a new nexthop for a destinatidris installed in the FIB of a
router, all the nexthops that will no longer be used to redahe removed from its
FIB. If an additional (equal cost) nexthop is discovereendor d, it will simply
be added becauskwill belong to Rerouted at that time.

The first time an upcoming link is followed by th&llowNewSPT proce-
dure, and the corresponding updates are performed, therrailt send a com-
pletion message for this link. If the link is followed agabecause the router has
multiple paths towards this link, no additional completioessage will be sent
because the link will belong t6'M Sent at that time.

5.4.3 Router and Line card events
Router and Line card down events

Let us consider that a line card of a rouf€ris to be removed, or thaX is to be
shut down.

The waiting list of a router? for such an event contains the neighborgdhat
are belowR in rSPT,4(X). These are the neighbors ffthat were usingr to
reachX. If Ris aleaf inrSPT,4(X), itis allowed to update its FIB directly, and
send a completion message to its nexthopskfoif R is not a leaf, then it waits for
completion messages from its neighbors. When a raldtezceives a completion
message specifying the router or line card down ever¥ jiiit removes the sender
from its Waiting List. When this Waiting List becomes emply,is allowed to
perform its FIB update and then send its own completion ngessto its nexthops
to X.

When X has received the completion messages from all its neighlitois
allowed to actually shut itself down or shut the line card dowuring the whole
convergence phase, when a packet reaches a rButeat has not updated its FIB
for this destination, its nexthops for this destination dat receive a completion
message fronk, so that they also have outdated FIB. This property can beder
hop by hop along the path froRR to X, so that the packet will reack” and be
forwarded to a neighbor ok whose paths towards the destination is not affected
by the event.

Router and Line card up events

When a routerX or a line card ofX is brought up in the network, the Waiting
List of a routerR contains the neighbors @t that R will use to reachX. X will

be the first router to update its FIB, and will send a comptetitessage to all its
neighbors. When a routédt receives a completion messages specifying the router
or line card up event itX, it removes the sender from its Waiting List. When this
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Metric decrease event for a set of Liskprocessed by router R:
SPT, e, =recomputeSPT();
/[Compute the set of updates that will be performed on the FIB
nexthopsUpdates = getNexthopUpdataR(,c..);
/lInitialize the set of Link inS for which a completion message has been sent.
CMSent = {};
foreachLink X - Y €S : X -Y € SPT,.., do
/IGet the nexthops used to reach the upcoming links.
/[The new nexthops are used if these have changed
WaitingList(X — Y) = getNexthopsX);
end

Upon reception of CMK — Y") from neighborN :
WaitingList(X — Y).remove(V);
/[Perform the updates that are unlocked by this completiessage;
if X -Y € SPT,., and X reached viaV then
followNewSPT(Y,N);
if not CMSent.containg{ — Y) then
SendToNeighbors(CM{ — Y));
CMSent.addf — Y);

end
end

followNewSPT(Y,N):
/I[Explore the graph and perform the necessary FIB updates
if nexthopUpdates.contains(destination Y, nexthothisi)
/IAdd nexthop N for destination Y.
/[First call to SendFIBUpdateToLC(Y, .) will remove
/Ithe nexthops that are no longer used
/lto reach Y from the FIB in the LineCards
SendFIBUpdateToLC(Y,N);
end
/[FIB updated for destination Y if needed,
/IUpdate the FIB for the destinations behind Y in the new SPT.
foreachLinkY — T € SPT,,.,, do
if Y - T € Sthen
if not WaitingListy” — T').contains(N}then
/IN already sent a CM for this upcoming link followNewSPTYT,
if not CMSent.contain¥{ — 7') then
SendToNeighbors(CM{ — TY));

CMSent.add — Y);

end
end

else
/Do nothing, this part of the SPT will be followed
/lwhenN sends the necessary completion message.

end
end

else
/IThis link is not an upcoming link, N sent the
/Inecessary completion messages to continue the update
/lof the destinations behind this link.
followNewSPT(T,N);

end
end

Algorithm 3: Processing of a set of link metric decrease events
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Waiting List becomes empty? is allowed to perform its FIB update and send its
own completion messages to all its neighbors.

During the whole convergence phase, when a packet reacbateal that has
updated its FIB, it is sure that the nexthop for its destoratias sent a completion
message t@, so that this nexthop has also updated its FIB. This propentybe
verified hop by hop along the path fromto X, so that the packet will reack
and will then be forwarded on a path containing routers whuzghs towards the
destination are not affected by the event.

5.5 Convergence time in ISP networks

In this section, we analyze by simulations the convergeime of the proposed
technique, in the case of a link down event. The results étbior link up events
are very similar. Indeed, the updates that are performekleir-tB of each router
for the shutdown of a link impact the same prefixes for thedmbf the link. The
only difference in the case of a link up is that the routers dioneed to compute a
reverse Shortest Path Tree.

As no packets are lost during the convergence process, wmicdafine the
convergence time as the time required to bring the netwock ba a consistent
forwarding state, as it would always be equal to zero. Whisitésesting to evalu-
ate here is the time required by the mechanism to update Bhefrdll the routers
by respecting the ordering. A short convergence time isrei@dbecause other
events occurring in the network during the ordered converggrocess will force
the routers to fall back to a fast, non loopfree, convergeand we want to make
this as rare as possible.

To perform this analysis, we took the measurements of [FFEEBtat pre-
sented the time to perform a SPT computation and a FIB updateioent high-
end routers. The ordering of the FIB update requires to coeniine new Shortest
Path Tree, and the computation of a reverse Shortest PattinTtiee case of a link
down event. The Waiting List can be computed on the fly of th& &nputation,
so that we only introduced a fixed amount of time to considercibmputation of
those lists.

We also added a fixed Hold Down before the process starts,dier @0 en-
sure that all the routers have received the link state patdstribing the topology
change before the scheme begins. We set the hold time bedorpletion mes-
sages are being sent to 200 msec. This is a very large valugarethto the time
required to perform a SPT computation and a rSPT computatiothe topolo-
gies under study. So, in our simulations, routers were réagherform their FIB
updates and send their completion messages when this hwdetapses.

Note that a router will start this Hold Down Timer as soon adeives the
Link State Packet describing the topology change. Thustithe at which the
Hold Down Timer expires on each router depends on the floadimg of link-state
packets in the network. We also took the measurements offBBRo0 obtain the
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delay that is required to flood a link state packet from theéeowhere the shutdown
is performed towards the other routers in the network.

We assume that the time required to parse and process a Gampiessage
is similar to the time required to parse a Link-State Packdtiasert it in the link-
state database, i.e., a value between 2 msec and 4 msec [bf-E®Bfen a router
sends a completion message to a neighbor, it is thus remowedtiie neighbor's
waiting list after the delay of the link on which the messageeént plus the time
required to process a link-state packet. The time requireétform the FIB update
in each rerouting router is obtained by computing their né& &d multiplying
the number of prefixes to update by the time to perform a prgitate that we
obtained in the measurements (i.e., 18@&c per prefix). The number of prefixes
associated with each router is obtained from an IS-IS tracesummary of the
parameters of the simulation is presented in Table 5.1.

Table 5.1: Simulation parameters

Isp_process_delay [2,4]ms
update_hold_down 200ms
(nspf_computation_time [20,30]ms in Tier-1 ISP
[2,4lms in GEANT
fib_prefix_update_delay 100 ps/prefix
completion_message_process_delaj2,4]ms
completion_message_sending_delaj2,4]ms

Our simulations work as follows. Upon an event, the linkestpacket is
flooded through the network. Upon reception of the linkestadicket, each router
starts its Hold Down Timer and computes its SPT, rSPT, andf@ising List. When
their Hold Down Timer expires, the routers that have an envigyting List per-
form their FIB update, and send their completion messageken/& router has
finished the computation of its SPT and rSPT, it considersctirapletion mes-
sages that it has received. When a router has a non emptyhgvaist, it waits for
it to become empty, and then it performs its FIB update andsé&s own comple-
tion message. For each link down event under study (linkaithe x-axis), we plot
the time at which all the routers have updated their FIB, sb &l the operations
implied by the scheme have been performed. We sorted thedsiccording to
the obtained convergence times.

Figure 5.4 shows the convergence times considering thevanod each di-
rected link of Geant, an European research network congi#? nodes and 72
(directed) links. We can see that, even if FIB updates ar@yeel, the convergence
time remains short and the main component of the convergsnite fixed 200
msec hold time. The worst-case convergence time with thatisolis 50 msec
longer than the convergence time presented on the sametpypiol [FFEBO5],
when the same hold time is used.
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Figure 5.5 shows the convergence times considering thevanob each di-
rected link of a Tier-1 ISP. The values of 0 correspond to the&down of 23 di-
rected links that did not carry packets due to their large M@&fric. This number is
odd, which can be explained by the fact that some links haym@etrical metrics,
so that one direction of the link is used while the other ndie Worst loop-free
convergence time was 861 msec. This can be explained by ¢héhéd the rSPT
of this link contained a branch of 4 routers that had to penfarFIB update that
lasted approximately 120 msec. The other components ofdimeeegence are the
200 msec to compute the SPT and rSPT, and the delays of tteedimkvhich the
completion messages were sent. Compared to [FFEBO5] thesnce time is
in the worst-case 400 msec longer than the convergence timeea Wops are not
avoided.

To conclude, this analysis shows that a sub-second comezde feasible even
if a loop avoidance mechanism is used. The increase in theeggence time
compared to the convergence time without the loop avoidemehanism is small.
With the solution operators could shut down links in thepdlmgy without loosing
packets, by letting the network adapt to the change and siog the link within
one second, so that the use of the mechanism would not be &ann$or the
operators.

In order to reduce the delaying of the FIB Updates as much ssilge, we
combined the proposed solution with a technique that letsuter find if its new
nexthop for a destination already provides a loop-free.pgaththat, in some cases,
routers can safely update their FIB for the destination ettrespecting the order-
ing. In the next section, we will briefly explain this techné and we will evaluate
the provided gain in the convergence time.

5.6 Ranking Shortcuts

As explained in the previous section, the motivation forrghds is to reduce as
much as possible the delaying of the FIB updates, which isnteeval between
the moment at which a router is ready to update its FIB for airkgtgson by using
the nexthops corresponding to the new shortest paths thithegnetwork, and the
moment at which the router actually does it.

In this section, we will show that a router applying the preg®d ordering
scheme will implicitely compute a sufficient information decide wether it can
shortcut the scheme and perform its FIB update directlylengreserving the tran-
sient forwarding consistency accross the network.

The decision to use this optimization is local to the roditer, each router can
independently decide to apply the shortcut or not.

In the case of a linkk — Y down or metric increase event, a roufercom-
putesrSPT (X — Y'). From this tree R obtains the set of routers that are using
Rtoreachy viaX — Y.

By doing this, R also computes the set of unaffected routers, i.e., the route
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that do not use the link — Y at all. These are the routers it$ PT'(Y) that

do not have a path towards that containsX — Y. Routers that are below
X — Y can be marked during the computation of the rSPT, so thateatnd of
the computation, a routéy that is not marked is known to be an unaffected router,
sothatX — Y ¢ SPT(N).

The shortest paths from this router to the destinationsZivaitl have to reroute
will not change, so that if the new nexthops®for one destination belong to this
set of unaffected routers? is allowed to directly reroute the destination towards
these new nexthops by disregarding its rank or the stats W¥atiting List.

Several implementations of this shortcut are possiblestlizirone router can
decide to perform a full FIB update by shortcutting its rainili the new nexthops
to which it will reroute packets are unaffected routers. ddelty, a router can
decide, destination per destination, if the set of new ragpdHor one destination
only contains unaffected routers. When this is done, theerasi allowed to update
its FIB for those destinations directly, and perform a selcBiB update with the
remaining destinations by respecting its rank or when itgtiaList becomes
empty.

The first solution is the simplest, and preserves the propleat routers update
their FIB in one shot in the case of a single link event. Th@sdcsolution is more
complex, but this shortcut will be applicable more often.

To evaluate the gain of such shortcuts, we performed the saalgsis as pre-
sented in Section 5.5, by considering the first shortcutteolu More precisely,
when the Hold Down Timer expires in a router which is alloweapply the short-
cut, the router performs its FIB update directly. Note tied touter will not send
its completion message before its Waiting List is empty,rifeo not to change the
meaning of a completion message. But, when a router hadglmaformed its
FIB update when its Waiting List becomes empty, it is alloviedsend its own
completion message directly.

In Geant, the gain was negligible. This can be explained éyatt that a small
amount of prefixes are advertised in Geant, so that the FIBtegdne component
is negligible compared to the Hold Down time, and the sendihgompletion
messages through the network.

In the tier-1 ISP, the gain of the shortcut is more perceptibiecause many
prefixes are advertised in the network, and in many link neaiamce cases, the
rerouting routers were allowed to do the shortcut. For examp the worst-case
convergence time of 861 msec without shortcuts, the coenerytime with short-
cuts is 736 msec. In fact, some of the routers that were tonitng to this long
convergence time could safely perform their FIB updatesaiaitel.

We analyzed the coverage of both shortcut mechanisms, and faut that in
the Tier-1 ISP, 54 % of the FIB updates that had to be perforoyaduters during
the analysis could be shortcut with the first solution. Whle second shortcut
solution, 69 % of the FIB updates could be shortcut for attleas prefix. The
second shortcut solution does not provide a significative gacoverage. As the
goal of the scheme was to permit an ordered convergence wihetlee case of
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a single link event, all the prefixes can be updated in one stmthink that the
first solution is to be preferred over the second. As the epfitin of any shortcut
solution can be decided independently by each router of ¢@ark, the choice
of applying one method or another or not applying a shorttatlacan be made
according to the software design and performance of eadbrrotithe network.

5.7 Related Work

The problem of avoiding transient loops during IGP convecgehas rarely been
studied in the literature although many authors have pexba®lutions to pro-
vide loop-free routing. An existing approach to loop-freeouting in a link-state
IGP [GLA89] requires that the rerouting routers take careooting consistency
for each of their compromised destinations, separatel§adt) those mechanisms
were inspired by distance-vector protocols providing adiently loop-free conver-
gence [JM82]. With this kind of approach, a router should @stt wait clearance
from its neighbors for each destination for which it has t@ute. This implies a
potentially large number of message exchanged betweeersputhen many des-
tinations are impacted by the failure. Every time a routeenees clearance from
its neighbors for a given destination, it can only updatevéoding information for
this particular one. This solution would not fit well in a FiedSP topology where
many destinations can be impacted by a single topologicaigé. Indeed, in such
networks, it is common to have a few thousands of prefixesréided in the IGP
[FFEBO5]. Note that those solutions do not consider the lprotof traffic loss in
the case of a planned link shutdown.
In [SCK™03], a new type of routing protocol allowing to improve thsilience

of IP networks was proposed. This solution imposes somgaigshs on the net-
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work topology and expensive computations on the routersebieer, they do not
address the transient issues that occur during the comegd their routing pro-
tocol. In [NST99], extensions to link-state routing praitscare proposed to dis-
tribute link state packets to a subset of the routers aftailaré. This fastens the
IGP convergence, but does not solve the transient routioigigoms and may cause
suboptimal routing.

In [LYN *04], transient loops are avoided when possible by usinindtstIB
states in each interface of the routers. Upon a link failtie, network does not
converge to the shortest paths based on the new topologgedndhe failure is
not reported. Instead, the routers adjacent to the failddftirward packets along
alternate links, and other routers are prepared to forwawakeis arriving from
an unusual interface in a consistent fashion towards théndéen. As such, the
solution is a Fast Reroute technique. Our solution is odhatjto [LYN'04] as
our goal is to let the network actually converge to its optifieawarding state
by avoiding transient forwarding loops when a Fast Rerowtehanism has been
activated, or when the failure is planned.

In [ZKN T05], transient loops are avoided by selectively discardhegpackets
that are caught in a loop, during a fast convergence phalssvingy an unplanned
event. The idea is to also to use distinct FIB states in edelnfate of the routers,
and let routers drop packets when they would be caught in@ IGare has been
taken to avoid dropping a packet arriving from an unusuarfate if the router
cannot ensure that the packet is actually caught in a loowe@gain, our goals
differ as we focus on transient loops occuring during theveagence from an
initial forwarding state to the optimal forwarding statesbd on the new topology.

The problem of gracefully changing the network topologyhwiit disrupting
traffic has been addressed in MPLS networks using trafficneeged tunnels. In
these networks, RSVP-TE [AB@1] is used to create and modify the MPLS tun-
nels between an ingress and an egress router. When a trafineered tunnel must
be modified, for example to follow a different path, RSVP-TBws to change the
tunnel without loosing any packet.

5.8 Applicability of the solution

In this section, we discuss the applicability of the solutiar.t. the routing system
to which it is intended to be applied and the type of topolabahange it is able to
handle.

The scheme proposed in this chapter can be applied for amgeshpath rout-
ing system whose convergence process after a topologiaagehrespects the two
following properties. First, the topological change is mad a set of link metric
increase and/or link shutdown events, or the topologicahgk is made of a set
of link metric decrease and/or link up events. Second, thérmg system must be
such that a node of the system can directly decide, based oaritent knowledge
of the topology and its knowledge of the topology change stiteof FIB updates
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that it will perform to reach its post-convergence forwaglistate. This second
property typically means that the solution is applicablelifik-state routing pro-
tocols where nodes have a complete knowledge of the topology

Loops can be avoided in the system by applying the schenregdisling the
nature of the event leading to the change.

When the event is predictable, e.g., a maintenance operadigplying the
scheme always improves the convergence as the only soypeek#t losses comes
from transient forwarding loops. When the event is suddem, a fiber cut, and
the affected links are protected with a Fast Reroute schappying the scheme
always improves the convergence as the only source of pbdssts after the acti-
vation of the protection also comes from transient forwagdoops.

When the event is sudden and some of the affected links ar@rotécted
with a Fast Reroute scheme, applying the solution introslactade-off between
packet loss avoidance and loop avoidance. Indeed, themohelies on a delaying
of some FIB updates by some nodes of the network. Thus, thereckelays the
restoration of paths around the failed components wheneahjl such cases, and
more packets could be last than if nothing had been done t@mpiréorwarding
loops from occuring. Applying the scheme in such cases cbalgustified for
example when the performance of the updates of the FIB camipéred by the
occurance of forwarding loops to such an extent that theratsbn of paths around
the failed components would be slower when forwarding loasnot avoided.
Considering the router hardware and software used in Tedasge ISP networks,
we currently do not recommend to apply the scheme in suchagosn

5.9 Conclusion

The first important contribution of this chapter is that werdg@roved that it is
possible to define an ordering on the updates of the FIBs tb&gis the network
from transient loops. We have proposed an ordering appéicib the failures
of protected links and the increase of a link metric and agrotrdering for the
establishment of a new link or the decrease of a link metrie@ algo proposed
orderings that are applicable in the case of a non-urgertéralown or up event,
as well as line card events. Then, we generalized the schemeehts affecting
any kind of sets of links in the network. Next, we presentetindigations to the
scheme that allow routers to update their FIB by disregagrttie proposed ordering
when it is proved not to lead to forwarding loops.

Finally, we have shown by simulations that our loop-freeeagion to currently
deployed link-state protocols can achieve sub-secondecgemce in a large Tier-1
ISP.



Chapter 6

Forwarding Loop avoidance
using link metric reconfigurations

In the previous chapter, we described maodifications to $itate IGP to avoid mi-
croloops during the convergence. What we propose in thigteh# a loop avoid-
ance technique that does not require modifications to IS¥#S2SPF, and that can
be appliednow by ISPs when dopology reconfiguration has to be performed.
Roughly, in the case of a manual modification of the state drfilq ive progres-
sively change the metric associated with this link to redqhrequired modifica-
tion by ensuring that each step of the progression will bpivee. The number of
changes that are applied to a link to reach the targetedistaimimized. Analy-
sis performed on real regional and tier-1 ISP topologiesvsifiat the number of
required transient changes is small. The solution can biedgp the case of link
metric updates, manual set up, and shut down of links.

6.1 Introduction

This chapter presents a solution relying on progressivenfegurations of a link
metric such that the desired updated state of the link caredehed by never
putting the routers of the network in an inconsistent fodirzy state during the
convergence process. In essence, the solution does naererpdifications to the
routing protocols or router software, as changing a linkrindtas always been a
feature of Link-State Interior Gateway Protocols.

The chapter is organized as follows. We firstly illustrate gnoblem and the
solution with a small example. In section 6.2 we introducew hotations and
the basic properties on which the proposed solution redied,we prove that there
always exists a sequence of metrics that permits to reackidbieed link-state
without introducing transient forwarding loops. In Sent®.3, we present how to
compute short metric sequences that can be used to adaptdtria imcrease or
the removal of a link by avoiding transient forwarding loops Section 6.4, we
present the solution for the case of a link metric decreadeadimk reactivation.

117
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In Section 6.5, we present the results of an analysis peddrom ISP topologies,
showing that the Merged Reroute Metric Sequences are shandctice. In Section
6.7, we present the related work, and we conclude the wor&dtion 6.8.

6.2 Loop free convergence using metric increments

Let us illustrate the transient routing loops mentionechapter 4, with Figure 6.1.
In this network composed of five routers and six links, akéimave an IGP metric
of 1 except the link between routersand B whose IGP metric is set ta Let us
consider what happens when lidk — C' needs to be shutdown for maintenance
reasons. This link can be shutdown in one step, by removifigrit the link state
database or in two steps as proposed in [TRO6] by first seitsngsP metric to
MAX METRIC — 1 and later removing it from the link state database. In both
cases, after the first step all routers must update their B&ore the topology
change, routeB sent the packets towardsvia C. After the topology change, it
will send the packets vi&). Unfortunately, before the topology change, router
was sending the packets towardwia routersB and E. This implies that if router

B updates its FIB before routé?, a likely event as routeB will learn the topology
change before routed, then packets destined t# will loop on the B — D link
until router D has updated its FIB.

"""" A Paths to A before shutdown of B-C
~— paths to A after shutdown of B-C

Figure 6.1: Simple network

Let us reconsider the example above, we will see that thestsex sequence
of metrics for link B — C' that permits to shut down the link without causing packet
loops and losses. Next, we will show that, in any possiblevogt topology, there
always exists a sequence of metric increments that willhalidoopfree conver-
gence for the metric update of a lisk— B from one valuen to anothem’ > m.

Let us assume that the IGP metric of lidk— C changes from to 2 in the
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Router A B C D E
A - C C C C
B C - C D CandD
C A B - B and E E
D EandB B EandB - E
E C Cand D C D -
Table 6.1: FIB of all routers wheB — C =1
Router A B C D E
A - C C C C
B C - C D CandD
C A B - Band E E
D EandB B E andB - E
E C Cand D C D -

Table 6.2: FIB of all routers wheB — C = 2

Router| A B C D|E
A - C C c|C
B €D - €D | D | D
C A | BE - E|E
D E B E - | E
E C D C D | -

Table 6.3: FIB of all routers wheB — C =4

topology of Figure 6.1. Before the change, the FIB of all epsitis as shown in
table 6.1. When the metric of linB — C'is set to2 (in both directions), routers,

C, D andE update their FIB. At routeB, the consequence of the metric change is
that it will stop using route€' to reach destinatiofr. C' will stop usingB to reach

D, andD will stop usingB to reachC and A. Thus, the metric change has reduced
the number of equal cost paths used by some routers to reastakdestinations.

It is interesting to note that no transient loops occur dytins metric change.

Let us look at what happens when the metric of IlBk- C' changes fron2 to
4. The new FIB of all routers is shown in table 6.3. This chargesed routers3
andC to update their FIB. RouterB andC no longer use linkB — C to reach any
destination. As in the previous step, there are no trangeps during this update
and with this metric value, linlB — C does not carry packets anymore. It can thus
be safely shut down by the operator.

Now, let us show that metric sequences allowing a loopfregemgence always
exist. We firstly introduce a few notationS.P7s — 5(X) is the shortest path tree
of X based on the initial topology where the metric of the linkk— B is set to
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mt. Paths(X,Y,S) is the set of equal cost paths fraknto Y in the shortest path
treeS. Dist(X,Y,S) is the IGP distance fronX to Y according to the shortest
path treeS. When a change in a link metric is performed, we l¥gt(X,Y) to
denote the distance froki to Y before the change, addist'(X,Y") to denote the
distance fromX to Y after the change:SPT(X) is the reverse Shortest Path Tree
of X. This is a tree containing all the shortest paths from theesad the network
graph towardsX. Note that when Equal Cost Paths are used, this graph idlgcctua
an acyclic graph. When a change in a link metric is perfornvesl respectively
denote the rSPT of X before and after the change witk'7'(X) andrSPT'(X).

Definition 6.2.1 We say that a change is loopfree for a destinatiorif transient
forwarding loops during the routing convergence cannotuncthat is, there does
not exist an ordering of the FIB updates for destinatiorthat transiently puts the
network in an inconsistent forwarding state such that ptckiestined taD can
loop.

Theorem 6.2.2 A change is loopfree for destinatian if and only if the merging
of rSPT(D) with »rSPT'(D) does not contain a cycle.

Theorem 6.2.2 has been proved in theorem 4.1.1.

Definition 6.2.3 A change is loopfree if it is loopfree for all the nodes of tiet-n
work.

To prove the existence of a sequence of metric incremerttaltbas a loopfree
convergence when updating the metric of a link, we will shbat incrementing
the metric of the link by 1 never causes transient loops, aofogressively incre-
menting the metric of a link can be performed to avoid loops.

Theorem 6.2.4 In a stable network, incrementing the metric of a linkk— B by
one leads to a loop-free convergence process.

We can prove this theorem by contradiction. Let us show thiatabsurd to
have a transient loop in the network when the metric of link- B is increased by
one. There can be a loop for a destinatidrwhile the routers adapt to the metric
change if there exists two distinct nod&sandY such thatX was in the paths
from Y to D before the change, arid will be in the paths fromX to D after the
change. In other words, there can be a transient loop forgiadestined td if
the merging of the rSPT dD before and its rSPT after the change contains a cycle.

X e Paths(Y, D,SPTA%B(Y)) (61)
Y € Paths(X, D, SPTp — p(X)) (6.2)

*Although the use of Equal Cost Multi Path makes this "tre¢liaty be an acyclic graph, with
potentially more than one shortest path from a source to indésn, we use the term "tree" to
respect the IS-IS and OSPF terminology.
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If X was in the paths fron¥” to D before the changeX was not using” to reach
D before the change, so that if (6.2) is true, then the new SPX & such that
one of the shortest paths frof to D containsY” and its length is the length of its
initial shortest path td plus 1 :

Dist'(X,Y) + Dist' (Y, D)
— Dist(X,D) +1 6.3)

If Y was usingX to reachD before the change, then
Dist(Y,D) = Dist(Y, X) + Dist(X, D) (6.4)

In afirst case whenDist(Y, D) = Dist'(Y, D), by replacingDist' (Y, D) in
(6.3) by the value oDist(Y, D) in (6.4), we obtain

Dist'(X,Y) + Dist(Y, X) + Dist(X, D)
= Dist(X,D) + 1 (6.5)

Thus,

Dist'(X,Y) + Dist(Y, X) =1 (6.6)

Which is impossible as{ andY are two distinct nodes and the sum of two
path lengths must at least be equal to 2.

In the other casesDist’(Y,D) is equal to Dist(Y,D)+1, as only one metric of a
link has been updated by incrementing it by 1. By repladihgt’ (Y, D) in (6.3)
by the value ofDist(Y, D) in (6.4) plus one, we obtain

Dist'(X,Y) + Dist(Y, X) + Dist(X,D) + 1
= Dist(X,D) + 1 (6.7)

From 6.7, we obtain

Dist'(X,Y) + Dist(Y,X) =0 (6.8)

Which is impossible a( andY are two distinct nodes. Thus, it is impossi-
ble to increment a link metric by one and verify both (6.1) #6), which are
necessary for a transient forwarding loop to happen]j

We have thus proved that we can always change the metric i #olia larger
metric, by progressively incrementing the metric of thé& loy one, until the target
metric is reached. When the link must be shut down, the mediridoe incremented
until it becomes so large that the link does not carry packeysnore. When this
metric has been reached, the link can be safely shut down.
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6.3 Loop free convergence using Key metric increments

Unfortunately, the technique described abovinefficient as a large number of
increments could have to be used when a link with a low mettistrbe shut down.
To solve this problem, we propose to perform larger incramefthe metrics when
they are known to lead to a loopfree convergence. As the engtace of links is
wide in IS-IS and OSPF, it is not realistic to totally expldne metric space and try
to find a possible loop free increment sequence for a givenrliatric transition.
Indeed, many operators take advantage of the whole widtieaftetric space. For
example, in the European Geant Research Network [GEAJe tivasts a link with
a metric of1 and a link with a metric o0, 000. Such variety of link metrics is
also present in the tier-1 ISP topologies that we analyseati& 6.5.

Let us consider the topology of Figure 6.2. If we were to setrietric of the
link B — C to 40 with the previous technique, we would have to perform 30 imetr

changes.
A
-—z
v N\
B C
€2 1 sz

Figure 6.2: Simple network with large metrics

However, we can see that even though the metric transitidinto B — C from
10 to 40 leads to a forwarding loop, the transition fraih to 40 could not cause
a forwarding loop, so thaf10, 11,40} is a valid metric sequence to change the
metric of the link without loosing packets.

Now, we identify several key aspects of the transition frame énk metric to
another, that we will use to reduce the set of metric incramased to perform a
progressive loopfree convergence.

6.3.1 Reroute Metric Sequences

Let us consider the set of equal cost shortest paths from @esdutowards a
destinationD, such that some of these paths contain a lihk— B. We can
identify three different cases when the metric of this ligknicremented by 1.

The first case is when the metric increakees not change the forwarding
path from S to D; except that the new distance fras$hto D is increased by one.
In this case the set of paths frofito D does not change. This implies that all
the paths used by to reachD before the change contained the lidk — B.
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Indeed, if this was not the case only the paths that do notaoittis link would
be used after the change, as their length is not affectece tat in this first case
Dist'(S, D) = Dist(S, D) + 1. For example, when the metric of linR — C'in
Figure 6.2 is changed fror? to 11, the paths fronB to C do not change, and the
distance betweeR and('is increased by 1.

The second case is when the metric changeeasesthe number of equal cost
paths fromS to D. This is the case when the paths via the litk— B are still
among the shortest paths towarBsafter the change, and other pathsidonot
via A — B now become shortest paths. Note that in this césat’(S, D) =
Dist(S, D) + 1. For example, when the metric of linkK — C' in Figure 6.2 is
changed fron29 to 30, the previous paths from8 to C are still used, and another
path viaD and FE is used.

The third case is when the metric chardgcreaseshe number of equal cost
paths fromS to D. This is the case when equal cost pathtonot viaA — B,
existed before the change, and are the sole paths being ysédfter the change.
In this case,Dist'(S, D) = Dist(S,D). For example, when the metric of link
B — C'in Figure 6.2 is changed froB0 to 31, only the pathB — D — E — C
is used byB to reachC'.

Keeping this in mind, let us focus on a particular orderedisege of metrics
foralink A — B, considering an initial metrig, a target metrien,, and a desti-
nation D initially reached via this link by some routers. This seqeeercalled "Key
Metric Sequence" (KMS), containa;, m,, and all the metrics withifin,, m,] for
the link A — B that will force at least one routet to use an additional equal cost
path towardsD that does not contaid — B. We will call m the "Key Metric"
for destinationD at R if R uses an additional path not via — B when the link
metric is set tan.

In Figure 6.2, the Key Metric Sequence for lidk— ', considering an initial
metric of 10, a target metric o0, and destinatio! is {10, 30, 40}. 30 is the Key
Metric for destinationA at nodeB sinceB will start using pathB — D — E — C
to reachA when the metric is set t80. 10 is the initial metric, and it is also the
Key Metric for destinationd at nodeD since D uses both paths via and not via
B — Cto reachA when the metric of the link i$0.

Computing the KMS of a destinatial, considering a linkA — B, its initial
metricm;, and a target metrig; for this link is simple. We compute the rSPT of
D with both initial and target metric foA — B. When the distance from a node
N to D differs in those rSPT3yp; + Dist’(N, D) — Dist(N, D) is inserted in the
sequence. This metric is the one that will létuse paths via as well as not via
A — BtoreachD, so that this value is the Key Metric of.

Let us consider one KM$my, mo, ..., m;, ..., m;} for a destinationD. Let
us now insert, between each pair of eleménts, m; ), an intermediate value:;
equal tom; + 1.

We will show in Theorem 6.3.1 that such a sequence, that weadaéroute
Metric Sequence (RMS) for destinatidn, is such that the progressive setting of
each metric contained in the sequence provides a loop fraeeagence foD, for
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each successive metrics in the sequence, until the targetnsaeached.

In Figure 6.2, the Reroute Metric Sequence for lisk— C, considering an
inital metric of 10, a target metric ofl0, and destinatiom, is {10, 11, 30, 31,40}.
If the metric of the link is progressively set to those valugen no transient for-
warding loop could occur for destinatiof

Theorem 6.3.1 Given a linkA — B, progressively setting the metric of the link
with the metrics of a Reroute Metric Sequencefowill provide a loop free con-
vergence for destinatio®.

Let us consider a RMS for a link — B and a destinatiorD, {m,m; +
1,me,mo+1,...omy,m; +1,... my}.

For eachi, a transition fromm,; to m; + 1 is loopfree according to Theorem
6.2.4.

For eachi, a transition fromm; + 1 to m;; is loopfree. In a first case, if
m;y1 = m; + 1 there is no metric increment to perform. Otherwise, if therioe
of A — Bism; + 1, there is no router that will update its FIB for destinatibrif
the metric of the link is set to a value withjm; + 1, m;1[. The contrary would
mean that there is a rerouting router whose Key Metric is nesgnt in the RMS.
So, increasing the metric of the link from; + 1 to m;; is equivalent to changing
the metric of the link fronm; + 1 to m;41 — 1, which does not change anything in
the paths used by the routers to redehand then incrementing the metric of the
link from m;,; — 1 to m; ;. Doing this cannot cause forwarding loops according
to Theorem 6.2.4. |}

We showed in the beginning of this section that, in the togyldepicted in
Figure 6.2, the Metric Sequende0, 11,40} was sufficient to provide a loopfree
convergence for destinatiofiwhen setting the link metric a8 — C to 40, even if
the RMS computed for this link would have been equaf16, 11, 30, 31,40} for
A.

In fact, most of the metrics of a RMS are actually not necestaiprovide
a loopfree convergence for a given destination But these are the key metrics
that cause FIB Updates for destinatiéhon the routers of the network. So, we
will try to remove the unnecessary increments from the RM&.Will call the
obtained sequences Reduced Reroute Metric Sequences (RRME&n the size
of a RRMS for a destinatio® is minimal, i.e. when there does not exist a shorter
metric sequence ensuring a loop-free convergence, wéneaktguence an Optimal
Reroute Metric Sequence (ORMS).

6.3.2 Reduced and Optimal Reroute Metric Sequences.

Definition 6.3.2 An optimal reroute metric sequence, given a topology chaisge
a loopfree reroute metric sequence for this change thatastshor of equal length
than any other loopfree reroute metric sequence for thisigea

Here, we will explain our technique to reduce an RMS to an RRdd&sider-
ing a destinationD, a link A — B, with its intial metricrm, and a target metric
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m; > my. Next, we will prove that our technique provides Optimal ®ée Metric
Sequences.

To reduce a RMS for a destinatidn to an RRMS, we propose to start from
the initial metric and perform the largest possible metnicrément that does not
lead to forwarding loops. We do that at each step until thgetametric is reached.
We call this technique the "Largest Increase First" teammi@-I1F).

For example, given a Reroute Metric Sequefieg , m/, ma, mb, ..., m;, m}, ..., m},
we find the largest metrid/ in that sequence, such that setting the metric of
A — B to M will not lead to forwarding loops. To do that, we compute the
rSPT of D considering the largest metric for the link in the sequentleen, we
merge the initial rSPT oD with its rSPT after the change, and we detect cycles
within the obtained graph. When a cycle is detected, we tagdin with smaller
metrics until we find one metrid/ such that the merging of the rSPTs is cycle
free. Then we reapply the technique, starting frdfiy and we do that repeatedly
until we reach the target metrig;.

When computing the largest metric increment, we chose tth&yargest met-
ric first and decrease it when cycles are detected to be ableute the rSPTs
computed with large metrics during the remainder of the Ri&uction. Also,
very few metrics are generally necessary to reach the targeic even if the ini-
tial RMS is long. Thus starting by the end of the sequenceaesithe number of
rSPTs to compute during the RMS reduction.

Theorem 6.3.3 The reduction technique above provides optimal rerouteionss-
guences.

Now, let us prove theorem 6.3.3. The reasoning is based am&eén3.4.
Proof :

Lemma 6.3.4 If a metric transition for a linkA — B fromm to n, withm < n,
is not loopfree, then

1. A metric transition fronk to n for this link, withk < m, is not loopfree
2. A metric transition fromm to o for this link, withn < o, is not loopfree

Let us prove this lemma. If the transition from metnicto » is not loopfree for
a destinationD, then there is a cycle in the merging:df PT' (D) andrSPT' (D),
being respectively the rSPT @& when the metric o4 — B is set tom andn.

Let us denote the rSPT dDP when the metric of the link is set to with
rSPT"(D). The second proposition is true if there is a cycle in the ingrof
rSPT(D)andrSPT" (D). When setting the link metric fromn to n, the shortest
path of a set of nodes towardswere no longer via linkd — B, which led to the
possibility of a loop. Let us denote this set of nodes\y If the link metric was
set too, instead of being set to, each node inV would also use their shortest
paths toD not viaA — B. Basically, these are the same as the ones they use when
the metric is set ta. So, the path from each nodeM to D in rSPT’(D) is the
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same path as inSPT”(D). So, when mergingSPT" (D) with rSPT (D), we
obtain at least the same cycles as when merg#\g7'(D) with »SPT'(D).

The same reasoning can be applied to prove the first propositi |

From this lemma, we can prove that our reduction techniqoeiges Optimal
Reroute Metric Sequences.

Let us consider a RRM$my,...,m,m”,m" ... ,m;}, obtained with our
technique.

Due to the definition of the LIF technique, we know that

1. A transition fromm” to the metric of the initial RMS followingn', say
mlo°PY is not loopfree.

2. From 1) and Lemma 6.3.4, we know that a transition from aimet< m”
to m!°°PY is not loopfree.

If the LIF technique does not always provide an ORMS, thisliespthat an-
other technique could provide a shorter valid sequence bymays selecting
as next metric to a givem the largest possible metric increment that ensures a
loopfree convergence. Starting from metric the better technique would thus
select as next metric in its resulting sequence a mettiec m”.

3. Inorder to spare a metric increment in comparison with it lWould have to

select as the next metric after, a metricm?®c” > m/” so thatmbetter >
loopy
m .

So, the better technique would have the subsequéncen’, m**e"} in its
Reroute Metric Sequence.

4. Knowing thatm’ < m” and mbetter > mloory we obtain from 2) and
Lemma 6.3.4 that this transition is not loopfree, so that btter technique
does not exist. |

In Figure 6.2, the RMS for destinatiofh, considering the metric change of link
B — C from 10 to 40, is {10, 11, 30, 31,40}. When applying the LIF technique
the obtained ORMS foA is {10, 11,40}. Indeed, a direct change from 10 to 30
would cause a loop between B and D, so that the metric 11 is ataryl and a
direct change from 11 to 40 is loopfree for destinatibnso that the intermediate
metrics are skipped by the technique.

6.3.3 Merged Reroute Metric Sequences.

In practice, routers react to the update of a link metric bgating their FIB for
all the destinations towards which their shortest pathe ltéaanged. So, knowing
the ORMS for a destinatio, according to a metric transition for a link, is not
sufficient to provide a working solution.
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In this part, we show that the merging of the ORMS obtainedefach des-
tination gives a valid, loopfree Reroute Metric Sequenaeafbthe destinations
affected by the change. We call such sequences Merged Reéviaitic Sequences
(MRMS).

Let us consider an ORM&n;, ..., m;, my, my, ..., myu}, forlink A — B and
a destinationD.

We need to prove that inserting values in that sequence ales g loopfree
Metric Sequence for destinatidp.

Let us consider the sequenger;, ..., m;, mg, My, my,...,my}, With m, €
Jm;, my[. Let us denote the rSPT @ when the metric of linkA — B is set to
mg by rSPT,(D).

As m; andm; are consecutive metrics in the initial ORMS, we know that
the merging ofrSPT;(D) andrSPT(D) does not contain a cycle. The set of
source-destination paths that differs between those r&htirs a superset of the
paths that differ betweenSPT;(D) andrSPT,(D). Indeed, every path not via
A — B that becomes used to reathwhen the metric of the link is set ta, also
becomes used when the metric of the link is set to a largeevaliso, every path
via A — B that is still used to reacly when the metric of the link is set ta, is
also still used when the metric is setie, < my. This implies that the merging
of rSPT;(D) andrSPTs(D) is the merging ofrSPT;(D) and a subgraph of
rSPT(D), so that this merging does not contain a cycle. The samengsoan
be used to show that the merging:df PT,(D) andrSPTy (D) is cycle free, so
that the metric sequenden;, m,, my} is loopfree for destinatiom.

As the same reasoning can be applied when inserting a mettieebnim
andmy in the new sequence, we have proved that the insertion of latreay
number of metrics within an ORMS still gives a loopfree meséequence for its
destination. |

6.3.4 Optimization of Merged Reroute Metric Sequences.

The merging of two Optimal Reroute Metric SequenSgsnd.S, associated with
two destinations andb might be such that there exists a shorter sequence provid-
ing a loopfree convergence for both destinatioandb.

Firstly, an Intermediate Metric in a Reroute Metric Sequefar S, becomes
unnecessary in the merged sequence if a Key Metrig, afan play the role of the
Intermediate Metric irf,.

Let us for example assume th8f = {3,4,8}, andS, = {5, 8}, with 3, 8,
and 5 being Key Metrics. The metricin S, is an Intermediate Metric introduced
when the Reroute Metric Sequence is computedzfollhis means that the only
reason to transiently set the metric of the linkdtds to force a router? to stop
using its equal cost paths tothat containA — B, as 4 is not a Key Metric and
the next Key Metric is 8. An intermediate value ®ivould have the same effect
and would also be loopfree.
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This implies that,S!, = {3,5,8} is also a valid Reroute Metric Sequence for
destinationa. So, we can replace the initial Merged Reroute Metric Secgien
{3,4,5,8} by {3, 5,8}, still ensuring that no transient forwarding loop will occu
during the convergence.

Secondly, a Key Metric in a Reroute Metric SequenceSpbecomes unnec-
essary in the merged sequence if another Metric presef)t @an play the role of
this Key Metric. Let us for example assume ti¥at= {3, 4,8}, andS, = {5, 8},
with 3,4,5,8 being Key Metrics. Itis possible that the Keythite5 for Sy, obtained
with the LIF technique, would be also valid if 5 is replaced4yso that{3, 4,8}
would still ensure that no transient forwarding loops oatuning the convergence.

To re-optimize the Merged Reroute Metric Sequences, wepbrahe LIF
technique on them.

Metric increase tan, for Link A — B:
/[Computation of the affected Destinations
AffectedDest = followd — B, SPT;,::(A));
/IComputation of the ORMS
ORMSSet ={};
foreachDestinationD € Af fectedDest do
RMS = GetRMS(DA — B, my);
ORMS = OptimizeRMSD, RM S, A — B, l.metric, my);
ORMSSet.add(ORMS);
end
MergedRMS = MergeSequences(ORMSSet);
MergedRMS = PruneUnecessaryMetrics(MergedRMS);
return MergedRMS

MetricSequenc&etRMS(Destination dest, Link L, Metric target_metric):
RMS ={L.metric, target_metric};
/ICompute the rSPT of D with the initial metric of L
initialRSPT = computeRSPT(dest,L,L.metric);
/ICompute the rSPT of D with the target metric of L
targetRSPT = computeRSPT(dest,L,target_metric);
foreachNode
S | PathLength(S, D,initial RSPT) # PathLength(S, D,targetRSPT) do
KeyMetric = L.metric + PathLength(S,D,targetRSPT) -
PathLength(S,D,initialRSPT);
RMS.add(KeyMetric);
/lIntroduce Intermediate Metric
if KeyMetric# target_metrichen
RMS.add(KeyMetric+1);

end
end

return RMS
Algorithm 4: Algorithm to compute Merged Reroute Metric Sequencest Par

In Figures 4 and 5, we present the pseudo-code for the cotigrutd a Merged
Reroute Metric Sequence considering a metric increase, for a link A — B.
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MetricSequenc®ptimizeRMS(DestinationD,MetricSequence RMS,Link L,Metric
StartMetric,Metric TargetMetric):
tempORMS ={StartMetric};
currentMetric = StartMetric;
while (!(currentMetric==TargetMetric))do
/[Find the largest Metric M in RMS such that transition from
/lcurrentMetric to M is loopfree for destinatian
M = TargetMetric;
bool loopfree=false;
while (! loopfree)do
MergedrSPT = merge(rSPT(D,L,currentMetric),rSPT(D,h)M
if MergedrSPT.containsCycléf)en
M = Metric Before M in RMS;
end
else
loopfree = true;

end
end

tempORMS.add(M);

CurrentMetric = M;
end

return tempORMS

ShortestPathTree rSPT(Destination Dest, Link L, metric m)
if (r'SPTCache.contains(Dest,L,nthen
return getrSPTCache(Dest,L,m)
end
else
rSPT = Compute rSPT of D with the metric of L set to m;
putinCache(Dest,L,m,rSPT);
end

Algorithm 5: Algorithm to compute Merged Reroute Metric Sequencest Par
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The algorithm firstly explores the SPT df to obtain the set of destinations
that are reached via lind — B. Then, it computes the Optimal Reroute Metric
Sequence for each destinatibhreached via this link. To do that, it computes the
set of Key Metrics forD, by analysing the reverse Shortest Path TreeB @fith
the initial and target metric set td — B, and it inserts the Intermediate Metrics
to give the Reroute Metric Sequence.

Then, it optimizes the Sequences by applying the LIF teckeidn the imple-
mentation, we stop the merging of the rSPTs performed by thedchnique as
soon as a length-2 cycle is detected, so that the cycle dwtguerformed on the
merged rSPTs is not necessary in those cases.

Finally, we merge the obtained optimal Reroute Metric Seqas, and we
prune Intermediate and Key Metrics that become unnecesseryo the merging.
Note that the computed rSPTs are put in a cache along the ¢atigouof an
optimized reroute metric sequences, so that the numbelRaf cBmputations is in
the worst case equal to the length of the initial Reroute d&equence for each
destination.

The algorithm has been implemented in Java as a Proof of @once

6.4 Loop free convergence using metric decrements

What has been presented in the previous section holds farages where a link
is shut down or its metric is increased. We based the coesstaf the provided
metric update sequences on the fact that, at each step ctodeatination affected
by the change, the merging of its rSPT before and after thet éveycle free.

That is, when we consider the transition between a metfitowards a metric
m, smaller thanmn,;, we know that reversing a valid Reroute Metric Sequence for
the transition of the link metric fromn; to m; will provide transitions such that
the merging of the rSPTs of the affected destinations arie ¢yee, at each step of
a transition fromm; to my.

So, itis not necessary to provide an algorithm that spedifisalves the met-
ric decrease problem as soon as an algorithm is providech&metric increase
problem.

Note that when a link is being brought up in the network, we fiet the metric
of the link to a value such that the link will not be used. Thee,apply the same
technique as for a metric decrease event.

6.5 ISP Topologies Analysis

To evaluate the performance of our rerouting scheme, wehuse teal ISP topolo-
gies. The first one is GEANT, the pan-European Research NetM&EA]. We
use the GEANT topology as it was in 2005. GEANT connectedhaINational
Research networks in Europe and had interconnections egtarch networks in
other continents. GEANT was composed of 22 routers, 21 irofigiand one
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in New-York, USA. The network topology was highly meshedlie tore (Ger-
many, Switzerland, France, UK, Netherlands) and there ewasifredundancy in
the other parts of the network. Each POP was composed of ke smger.

The second studied network contains all the routers of aIl'l&P with pres-
ence in Europe, America and Asia. This network is composedbofit 110 routers
and 400 directed links.

The third studied network contains the backbone nodes afge laier-1 ISP.
The backbone of this network has about 200 routers and 886tdi links in Eu-
rope, America and Asia. For both Tier-1 ISPs, each POP isllyst@nposed of
two core routers as well as several aggregation and acogtesso

We applied the technique on all the directed links of tho$esiSNe did not try
to write optimized Java code in our proof of concept. Howgtleg time required
to compute the reroute metric sequences for Geant was ifgligFor the two
Tier-1 ISPs, a few seconds was required in the worst casenpuie a reroute
metric sequence. As we will see in the results, around 50%eofinks shutdown
could lead to a forwarding loop in the studied topologies, @ectly setting the
metric of a link toM AX_ M ETRIC as described in [TR06] is not sufficient to
gracefully shut down links.

We considered the worst-case scenario where the consiliiekedust be shut-
down, so that the target metric of the linki$AX METRIC.

In Figure 6.3, we can see that among the 72 directed links ahGéhe length
of the MRMS is 1 for 39 links. In fact, these are the links thah de shut
down without causing forwarding loops, so that the reroetgience only contains
MAX_ METRIC. Forwarding loops can occur during the shutdown of 33 links.
For 30 of them, less then 3 metrics includingAX M ETRIC are required. 4
metric changes are necessary for 2 links, and 6 metric clsaagenecessary for
one link. This last link is connecting the Eastern Europdermmito one router in
Germany. Eastern Europe routers form a ring, which favcheotcurence of for-
warding loops, so that many destinations reached via thisHave a non-empty
Optimized Reroute Metric Sequence.

For the second topology (Figure 6.4), we can see that aro0¥dof the links
require a metric sequences containing more than 2 valueat i$h40% of the
links lead to forwarding loops when they are shut down. Thisficms the results
of our micro-loop analysis performed on the same topologghiapter 4. We also
observe that all the obtained reroute metric sequencesahmgth shorter than
12. 94.1% of them are shorter then 5 and 98.8% shorter thaW&Gan see that
a small percentage of the reroute metric sequences havgth leh0. These are
the sequences for links that are unused in the topology,atattls not necessary
to change their metric before shutting them down.

For the third topology (Figure 6.5), 50% of the links cannetdhutdown di-
rectly without causing forwarding loops. This confirms tlesults of our micro-
loop analysis performed on the same topology in chapter 4udt, 97.3% of
the links can be shutdown without forwarding loops by usirggdite Metric Se-
guences whose length is shorter than 10 and 99.3% with mekiguences shorter
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then 20. 5 links require longer metric sequences, with atease length of 40 for
one link.

Assuming a worst-case convergence time of 5 seconds afiek enetric up-
date, applying the solution would let an operator wait fesléhan a minute to shut
down a link without loosing packets in most of the cases. A&ssthiution is applied
in the case of planned, non-urgent topological change, ¢feyithg of the actual
link shut down seems to be short compared to the obtained yéiren a sudden
topological changes occurs while the solution is applieé tink somewhere else
in the network, the network monitoring tool should stop thedification of the link
metric and restart the computation of a valid Metric Rerds®guence according
to the new topology.

Shutting down a link is a worst-case event for the solutioe. al¢o performed
analysis where the metric of each link is doubled to consadzase where a metric
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is updated for traffic engineering purposes. For Geant, theimum length of a
sequence was 3. In the second topology, one sequence hagttadéa2, and 92%
of the sequences where shorter than 3, with the target metiicded. In the third
topology, the maximum length of a sequence was 22, and tig¢ghlef most of the
remaining sequences was shorter than 5.

6.6 Deployment Issues

The solution described in this paper could be integrateldeémetwork management
system (NMS) used by any network operator as we do not regayechange to
the routers. It could for example be integrated in trafficieegring tools such as
NetScope [FGI-00], Cariden MATE [Tec05] or the TOTEM toolbox [BLDO7].
We have implemented the algorithms to compute the MRMS ia.Jélkie TOTEM
toolbox can already compute the optimized IGP metrics fowvargtraffic matrix
using [FRTO02]. We envision as a further work to provide the WMiRto be used
when performing the metric changes that result from the I@Rios optimization.
Some care must be taken while integrating our solution witN&S. First, the
NMS must maintain the network topology in real-time. Thdestsolution is to in-
tegrate inside the NMS an IGP monitor such as the one propn$8&04a]. With
such a monitor, the NMS will always know the exact networkology. Second,
it must wait until a metric increment has been applied thiotige entire network
before applying another increment of the sequence. In d8 I8-OSPF network,
timers are configured by the operators in order to controfldkeat which routers
are allowed to react when a network topology becomes umst&wime static de-
laying can be used, or some smarter delaying mechanism casduketo force
routers to be reactive when a single link state change ocbutdemper the SPF
re-computations and FIB updates when the network becomsahle, i.e when
bursts of link-state changes arise in the topology [Cis04blur method should
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take this into account when sequenceing the introductiameific updates. Basi-
cally, the delaying between the setting of the link metriowdt be such that the
routers will always consider the event introduced in thevoek as being a single
event, rather than an event being a part of an unstable lgdkinst of link-state
changes. So, when a stai@®F'_Delay is used, the introduction of the metric up-
dates should be injected by respecting an interval largar$tP F'_Delay. When
an adaptative Exponential Backoff mechanism is used, tleevil between each
injection of a metric update must be larger then Meximum_W ait interval
[Cis04b].

Network operators who care about the convergence insidertegvork, and
who are by such the target users for our technique, configiale mers agres-
sively, which tends to reduce the transition time incurrgabr technique. Timers
used to control the rate of SPF recomputations in the roumerst also be taken
into account. Another issue to be considered is that antitlecan suddenly fail
between two metric changes. In this case, the NMS will detecsudden topology
change and recompute the new metric sequence to be apphethek choice can
be to let the network fall back to a best effort convergence@ss. This would be
achieved by directly setting the metric of the link to itgyetrmetric.

6.7 Related Work

We already overviewed the work related to loop avoidancedatien 5.7. Here, we
only specify the position of our scheme relying on metricéments.

The problem of avoiding transient loops during IGP convecgethat follows
topology changes has mainly been studied by considerirgnsixins to routing
protocols. In Chapter 5, we proposed a distributed soluiesed on messages en-
coded inside the IS-IS Hello messages exchanged betwetsrgoit the time of
this thesis, this scheme was being standardized in {FB§ but a few years will
pass before the IETF standardizes extensions to OSPF dfdaisd operators are
actually able to deploy them. The main advantage of theisolgiroposed here is
that it can be implemented today in a network managemengrsyand does not
require any changes to routers and protocols. In [BS07], h&n8 et al. discuss
the idea of repeatedly incrementing a link metric by one &zhea forwarding state
where the link is no longer used. This solution was rejectethb IETF due to the
number of increments that would be required to shut a linkrdd®@ur solution only
performs the metric updates that are necessary to avoichfdimg loops, so that
the idea is now applicable. Shortly after the submissiohisfthesis, we have been
notified by the authors of [IIOY] of this previous work. Thigger presents a theo-
retical analysis of the forwarding loops that can occur fgiven destination upon
a metric-increase event. The paper also shows that perfgrthée largest loopfree
metric increment provides optimal sequences for a givetirdg®mn. Compared to
this prior art, the solution presented in this chapter deéls multiple destinations
at the same time, which is required to be practical for theméiguration of metrics
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in 1IS-1S and OSPF. We also propose techniques to reducertgthlef the metric
sequences obtained by the merging of the sequences thabafeck for a single
destination, and analyse the applicability of such tealesgn ISP topologies.

6.8 Conclusion

In this chapter, we proposed a solution that can be appliedlbylSPs to avoid
transient forwarding loops during a maintenance opergtieriormed on a link.
The solution allows an operator to reconfigure the metric tifita shut down a
link, or set up a link in the network without loosing a singlgcget. Compared to
the solutions proposed before, the main advantage of thé@ois that it does not
require any modification to the intra-domain routing prafpes the solution relies
on sequences of metric reconfigurations such that each tp sequence does
not disrupt the consistency in the forwarding of packets@xthe network. Cur-
rently, we do not intend to implement such a solution in theers themselves, but
rather in a network management tool that would issue SNMPatChinf requests
to the node being the head-end of the link to be reconfigurdtk provided ap-
plicability analysis performed on real ISP topologies shtat the solution never
requires a large number of link metric reconfigurations at shlink down or bring
it back up. This is fortunate as the consequence is that egptiie solution will
not lead to a tremendous delaying of the actual shut downeolitk being main-
tained. Hence, it will not be an important constraint for gemtor to use the
solution, even if the gain of using it is important. As stieémj SLAs are a real-
ity that ISPs currently face, we think that the solution iseative as it will help
them to avoid forwarding loops by themselves while the lamgihg standardiza-
tion process of a protocol built-in solution terminates &mglementations reach
the market.
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Chapter 7

IP Fast Reroute for eBGP peering
links

We first show by measurements that BGP peering links fail eguintly as in-
tradomain links and usually for short periods of time. Wepmse a new fast-
reroute technique where routers @reparedto react quickly to interdomain link
failures. For each of its interdomain links, each routercpneputes grotection
tunnel i.e. an IP tunnel to an alternate nexthop which can reacbkahe destina-
tions as via the protected link. We propose a BGP-baseddisitovery technigue
that allows each router to learn the candidate protectiondis for its links. Each
router selects the best protection tunnels for its linksahdn it detects an inter-
domain link failure, it immediately encapsulates the pé&sie send them through
the protection tunnel. Our solution is applicable for thk$ between large transit
ISPs and also for the links between multi-homed stub netsvarkl their providers.
Furthermore, we show that transient forwarding loops (&nd the corresponding
packet losses) can be avoided during the routing conveegenat follows the de-
activation of aprotection tunnein BGP/MPLS VPNs and in IP networks using
encapsulation.

7.1 Introduction

To support those mission-critical applications, netwonkgd to guarantee very
stringent Service Level Agreements (SLA). When the netwsrstable and there
are no link failures, buffer acceptance, marking and scligiimechanisms im-
plemented on today’s routers [FEO05] allow ISPs to provideghrformance guar-
antees required by their customers. Unfortunately, theslised in IP networks
are not 100% stable and measurements carried in operatietvedrks indicate that
link failures are common events [Mi&4, WJL03, FABK03, GMG 04, FMM*04].
Furthermore, many of those failures only last for a few sdsarr tens of seconds.
In the previous part of this thesis, we studied means to ingthe recovery
of IP networks upon failures of intradomain links. In additito affecting intrado-
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main links, failures also affect BGP peering links betwee$ea or links between
a BGP/MPLS VPN service provider and a customer site. In thgecISPs de-
pend on BGP to be able to recover from those failures. Measemts performed
recently on high-end routers [Ros04] report an 18 secondy tlerecover the fail-
ure of a peering link on a high-end router using 500k BGP mukéeasurements
performed in a BGP/MPLS VPN environment [Fil04b] indicalbatt five seconds
is a conservative estimate for the BGP convergence time thieefailure of a link

between a service provider router and a client site. Theentistate-of-the-art
with BGP routers is thus far from the 50 milliseconds targaposed by stringent
real-time applications.

Several authors have proposed modifications to reduce thHe @@vergence
time in case of failures [PANO5, GP01]. Those techniques improve the BGP
convergence time by reducing the BGP path exploration thet e performed
to recover the reachability across the network. Howevetheg depend on the
exchange of messages, the achieved convergence timewaysbe much larger
than the 50 milliseconds target.

Here, we propose a new fast-reroute technique that allovesazide sub-50
milliseconds restoration when a BGP peering link fails, bgveing a local restora-
tion after the failure. We first assume that the failures efititerdomain links are
detected by using a trigger from the physical layer such &3MEST loss of signal
[VPDO04] or a protocol such as BFD [KWO06]. This failure detenttypically takes
less than 15 milliseconds [Fil04b] on high-end routers.tdad of asking routers
to reactto the failure of their BGP peering links by starting an IGPB&P con-
vergence, our techniguyareparesthe routers to quickly handle the failure of such
links. For this, each router locates alternate nexthoor each of its BGP peering
links. We propose a BGP extension that allows a router tonaatically discover
thealternate nexthop#or each of its BGP peering links. When a BGP peering link
fails, the router that detects the failure immediately upsldts Forwarding Infor-
mation Base (FIB) to encapsulate the packets that were tisenépiled link and
send them to aalternate nexthophrough an IP tunnel. Thaiternate nexthopvill
send the packets to their final destination without usindatied link. On high-end
routers, we show how it is possible to modify the FIB withie th0 milliseconds
budget. The tunnel to thalternate nexthomllows to avoid packet losses, but the
packets do not follow the shortest path inside the networker/ssome time, the
router attached to the failed link may need to announce theda This will cause
a BGP convergence at least inside the local AS. For BGP/MPIRN3/and IP net-
works using encapsulation, we show that no packet will beifothe AS during
this convergence. Technigues aimed at reducing BGP patbraiipn can thus be
used in conjunction with our scheme, and benefit from it. Noiwever that as the
reachability is recovered right after the activation of Hast Reroute technique, a
convergence that prevents further packet loss, as deddnbehapter 8 could be
more appropriate.

The remainder of the chapter is organized as follows. Iri@egt2, we analyse
the failures of BGP peering links in a transit ISP. In sectia®we first discuss the
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problem of protecting interdomain links and show that treeetwo different prob-
lems : thestuband theparallel-links problems. We then describe the principles of
our solution in section 7.4. We show in sections 7.5 and 7vé those two prob-
lems can be solved by using protection tunnels. Then, iricget8 we discuss
the conditions under which it is possible to remove an amt/grotection tunnel
without causing packet losses or transient forwardingsabyring the routing con-
vergence that follows the deactivation of the protectiomtl. Finally, we compare
our proposal with related work in section 7.9.

7.2 Failures of BGP peering links

Several studies have analysed the performance of the diubatet and the impact
of link failures from several viewpoints. A first possible yvg to collect the link
state packets exchanged by routers in a large network aadtimé link failures
from the reported changes. This method has been applied/¢vas@perational
ISP networks [MIB 04, WJL03]. Those studies considered different networks,
but they basically found three important results. Filislk failures are common
eventsthat must be efficiently handled by the routing protocolscdpe, a small
number of links are responsible for a large fraction of thkufas. This is the
common but annoying problem of flapping links. Third, linkldees are usually
transient events. Very often, the duration of a link failig@round a few or a few
tens of seconds.

The second type of study is to use end-to-end measuremeiotauaalyse BGP
messages [FABK03, GM®4, FMM™04] to infer information about link failures.
However, it is difficult from such a study to determine theattacation of a failure.
To our knowledge, no detailed study has characterised phestpf failures that
affect eBGP peering links.

7.2.1 Measurement methodology

To evaluate the importance of protecting eBGP peering Jinlesstudied the fail-
ures of the eBGP peering links of a transit ISP. In this ISPaBGP peering links
were configured as follows : a prefix is allocated to each eB&d#ipg link and
the router of the ISP attached to this link advertises thefiypinside its link state
packets as long as it considers the link to be up.

When such an eBGP peering link fails, the router attachetiéddiled link
reacts in two steps. First, it advertises a new link staté&gtawithout the prefix
of the failed peering link. This indicates to all routers bé&tISP that the external
prefixes advertised via the failed BGP nexthop are now uhadde. All the routers
of the ISP will then re-run their BGP decision process to detew routes for
the unreachable external prefixes. The second step is thabther will send
BGP withdraw messages to indicate that the prefixes learectioe failed eBGP
link are not reachable anymore. From an intra-AS routingzeayence viewpoint,
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this exchange of iBGP messages is unnecessary as the fadaralready been
advertised by the intradomain routing protocol.

To characterise the failures of the eBGP peering links, vwat fibtained the
IP prefixes of all the eBGP nexthops of the studied ISP. Wedabihdistinct nex-
thops. The eBGP sessions with these nexthops were on distiimt-to-point links
(SONET/SDH or gigabit Ethernet) as the studied ISP was matlad to Intercon-
nection Points. Thus, the failure the prefix associated teesipg link indicates the
failure of this link. All of the peering relationships of tlseudied AS involved a sin-
gle peering link with the neighbour AS, except for four ndigbr AS’s which were
each interconnected via two peering links to the studied Wdbamne neighbour AS
which had four peering links to the studied AS.

As the studied ISP is using IS-IS as its intradomain routirgqzol, we col-
lected all the 1S-IS packets received by a PC runmiggt  during three months
and analysed the collected trace by udingi s2.

7.2.2 Characterisation of eBGP peering failures

We first analysed the IS-IS trace to determine the numberilofés of the eBGP
peering links. During the studied three-month period, wenthb9452 distinct fail-
ures. Figure 7.1 provides more details about occurrendeecdBGP peering links
failures. The x-axis is the time measured in hours and wealiBGP peering
links on the y-axis so that the failures of the tenth peering &ppear on line 10.
We use error bars to show both the time of the failure and itatshn. However,
as most failures are very short, the error bar is often raditwen simple cross in
the figure. Figure 7.1 shows clearly that eBGP failures agalee events and most
eBGP sessions are affected by faildteslowever, the failures were not equally
spread among the peering links. In fact, 83% of the failuioed on a single
eBGP peering link. Discussions with the operator revediatithis link had indeed
problems at the physical layer that explained the large anolflapping. Four
other links had more than 100 failures during the three mqetfiod and some
links did not fail at all.

We checked manually the IS-IS trace to determine whethepahallel eBGP
peering links with the same neighbour AS failed at the same.tiWe did not find
any common failure among the studied parallel links insidietoree-months trace.

The second information that we gathered from the 1S-IS tvea®the duration
of the failures. Figure 7.2 provides the cumulative disiitn of the duration of
the failures that affected all BGP peering links as well asniost stable eBGP
peering links. The curve labelled 'All eBGP peering linkkiosvs than most eBGP
peering link failures last less than 100 seconds. Howelisrnumber is biased by

1pyrt is available fromht t p: / /i pnon. sprint. coni pyrt

2l'i si s is available fromhttp://toteminfo.ucl.ac.be/tools. htm

3As we analysed the prefixes advertised by the routers witl$)$-manual reset of an eBGP session is not
counted as a failure since it has not effect on IS-IS. The ordpual operation that we count as a failure is when
the interface is ahut down of a link by the operator.
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Figure 7.1: Failures of eBGP peerings

the large amount of flapping on some of the studied links.

To reduce this flapping bias, we removed from the analysi§itbeBGP peer-
ing links that caused most of the failures and draw the clualvelled 'Stable eBGP
peering links’. An analysis of the failures affecting thalde BGP peering links
reveals several interesting points. First, 22% of the eB&d#ipg link failures last
less than 1 second. Such a transient failure should cleatlgause the exchange
of a large number of BGP messages inside the transit AS teeopentowards new
routes. Second, 82% of the failures of the most stable eB@Rngelinks lasted
less than 180 seconds. This is similar to the study of intreado link failures re-

ported in [ICMT02],where about 70% of the failures lasted less than 3 msnute

Note that if we consider all eBGP peering links in our analysstead of only the
most stable ones, then 97.5% of the eBGP peering link faillagt less than three

minutes.
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Figure 7.2: Duration of the failures of the eBGP peeringsink

7.2.3 Implications

Our study confirms the three major results of the intradorsaidies. Peering link
failures are common events, a small number of peering linksesponsible for a
large fraction of the failures and peering link failures aseially transient events.

Since most of those failures last less than a few minutesgtbeents are good
candidates to be protected by using a fast reroute techniggirg such a technique
and waiting say one minute before advertising the link failvia BGP would help
in reducing a lot the BGP churn.

7.3 Problem statement

There are several ways of interconnecting ASes together L To design our
fast reroute technique, we first assume that #fxz considers that a BGP peering
link with ASy is valuable enough to be protected, then there should dtheas
second link betweed Sz and ASy. This is a very reasonable requirement from
an operational viewpoint.

This type of interconnection is very common between tral@#ts and when
stub ASes are connected with redundant links to their pesvidFor such multi-
connected ASes, the failure of one interdomain link can liaradly handled by
redirecting the packets sent on the protected link to amdthke with the same
AS. For example, in figure 7.3, if linlR1 — X1 fails, thenR1 should be able
to immediately reroute the packets that were using theddilk to X2 via R2.
This redirection of the packets is possible provided thatsame destinations are
reachable via the two parallel links. This is a common reaqaint for peering links
[FMRO04] and can be a design guideline to provide sub-50 seilonds recovery in
case of failures.
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A similar interconnection is also used in BGP/MPLS VPNsl{tigart of fig-
ure 7.3). For important customer sites, it is common to htta® customer edge
(CE) routers from this site to two differeptovider edgdPE) routers of the service
provider. In the right part of figure 7.3, if inR E1 — C' E'1 fails, thenP E1 should
be able to immediately reroute the packets that were usidgited link toC' E'2
via PE2.

Customer site 2

Figure 7.3: Theparallel-links problem for peering links and BGP/MPLS VPNs

We call the problem of protecting such links tparallel-links problem in the
remainder of this document. To be deployable, a solutiorh&parallel-links
problem will need to meet four requirements.

1. The same solution should be applicable Both directions of the interdo-
main link.

2. Asarouter controls its outgoing traffic, it should be dablprotect itwithout
any cooperation with BGP routers outside its AS. This implies that if a
tunnel is used, the packet de-encapsulation should berpertbin the same
AS. A cooperation between routers in neighbouring ASes mprave the
performance of the solution, but it should not be required.

3. Links between distinct routers may fail at the same timeP@d4, MIB~04]
because they use a shared physical infrastructure (fibysjqath or datalink
devices). The set of link that share the same physical iméretsire is usually
called a Shared Risk Link Group (SRLG). The solution topheallel-links
problem should take into account those SRLGs.
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4. The solution should take into account B@&P policies[GR0O0] used for the
interdomain links. In most cases when there are multipkslimetween two
ASes, the same BGP policy (e shared cost peeringr customer-provider
is used over all these links. However, the routing policissduibetween
large transit ASes can be more complex. For example, a tisR2may be
a customer of a tier-1 ISP in the US and a peer of the same ISRBim A
Another example is a corporate network that advertiserdifft prefixes
over the multiple links with its provider.

Transit 2
Transit 1

U‘T N ;\ ~‘%22 1‘
]

v

I

X1 x2
o Stub 7

Figure 7.4: Thestubproblem

While requiring the utilisation of parallel-links is reasble for large ASes, it
could be too strong for multi-homed stub ASes. A solutionuth@lso be devel-
oped to allow a multi-homed stub AS to protect its interdamaiks (figure 7.4)
when it is attached with a single link to each of its providété call this problem
the stubproblem in the remainder of this work. In tiseubproblem, there are two
different sub-problems. In thaeutgoing stutproblem, the stub AS needs to protect
its outgoing packet flow. The solution developed to solve tinoblem should meet
the same requirements as the solution topéellel-links problem as the stub can
reach all destinations via either of its two providers.

The second sub-problem is called timeoming stubproblem. In this case,
the stub AS wishes to protect the incoming direction of aarsdmain link. The
solution developed to solve this problem will require a cargpion between the
stub AS and its providers. This cooperation is not a problsth@ stub can request
the utilisation of a fast recovery technique within the caat with its provider.
Furthermore, it should be possible to use the proposed itpedirio protect one
link and not the others. For this, no mutual cooperation betwthe providers
should be required. For example, in figure 7.4 it should beiptesfor routerz2
to protect linkZ2 — X2 without any change to routérl. In figure 7.4, when
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link Z2 — X2 fails router Z2 should be able to immediately reroute the packets
so that they reach the stub without waiting for a BGP converge

7.4 Principle of our solution

In this section, we briefly describe the key elements of oappsed solution based
on a simple example. Additional details will be providedhi temaining sections.
We consider the two transit ISPs shown in figure 7.5 and foouk®packets flow-
ing from the upstream AS to the downstream AS. We assumeh@atdwnstream
AS advertises the same prefixes over both links and that thiengopolicies on
X1 and X2 are configured such th&2 — R2 is used to forward packets while
X1 — R1is only a backup link. This configuration can be achieved ltiirgpa
low | ocal - pr ef value on the BGP routes learned K.

“‘llllll...

Packet flow to R2

PE-SE Tunnel

PE-SI Tunnel

>

>

Upstream AS

X2

' | R2
R1 Downstream AS

10008

Figure 7.5: Reference network

To quickly react to a failure of directed link2 — R2, router X2 must be able
to quickly update its FIB to send the packets affected bydiiare via an alternate
path. We describe in section 7.4.1 a technique that allo$-tB to be updated
in less than 50 milliseconds. In figure 7.5, the alternatd paiclearly through
the X1 — R1 link. Let us assume in this section that roufé2 was manually
configured with this alternate path. We will discuss latecchamisms that allow
router X2 to automatically discover this alternate path. To forwdrd packets
affected by the failure through th€1 — R1 link, router X2 cannot simply send
them on its interface toward&®3 as X 3's BGP table indicates that the nexthop
for those prefixes is routex2. We show in section 7.4.2 that by usipgtection
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tunnels it is possible to avoid such loops.

7.4.1 A fastupdate of the FIB

The update of the FIB after the failure is a key implementatisue to achieve the
sub-50 milliseconds target. The FIB is a data structureabsiciates a BGP prefix
to a nexthop and an outgoing interface. Figure 7.6 showsdheeptual view of
such a FIB as two tables. In such a FIB, the outgoing interfaobtained from the
IGP routing table. Detailed measurements performed on&ighrouters revealed
that the time required to update one entry of such a FIB wayerage around 110
microseconds per entry [FFEBO5]. This implies that lesa 8200 FIB entries can
be updated within the sub-50 milliseconds target on suctersu

IGP Table BGP Table
Prefix Interface iPrefix Nexthop Interface
2.2.2.2/32 South 10.0.0.0/8 2.2.2.2 South
3.3.3.3/32 West 11.0.0.0/8 3.3.3.3 West
12.0.0.0/8 2.2.2.2 South

Figure 7.6: Classical conceptual organization of the FIB

To achieve the sub-50 milliseconds target it is necessargdace the num-
ber of FIB entries that must be modified after the detectioma fdilure. There
are several possible methods to reroute packets towardg aeatinations without
changing a large number of entries in the FIB. Some comniexmigers already
support such mechanisms [CisO4a]. The exact organizafidheoFIB strongly
depends on the hardware capabilities of the concernedrrdtite details of those
FIB organizations are outside the scope of this work. We sleowceptually, one
possible organization of the FIB to illustrate the pos#ipibf achieving this fast
reroute.

This new organization of the FIB is illustrated in figure 7Chnceptually, this
FIB is organized as two tables. The first table contains th® B&fixes and the
BGP nexthops arpointersto a table (notedP(...)) of all nexthop entries. Each
nexthop entry in the second table contains the address ofetkibop, a flag that
indicates whether the link to the nexthop is up or down andautgoing interfaces
(OIF) : a primary OIF and a secondary OIF. The OIF is in fact @ d#ucture that
contains all the information required to forward packetsthis interface. For a
point-to-point interface, this data structure will comt#ine layer 2 encapsulation to
be used (e.g. PPP or Packet over SONET). For a point-to{poiniti interfaces, the
data structure will contain the layer 2 encapsulation aeddiier 2 address of the
nexthop router. For a virtual interface such as a tunnelf-tBewill contain the IP
address of the tunnel endpoint and the tunnel specific paeasnelhose parame-
ters are useful notably for L2TP [LTGO04] or MPLS over IP tulsnN®/RRO04].
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With this new FIB, when the router consults its nexthop taklases the pri-
mary OIF if the flag is set to “Up” and the backup OIF otherwisghis means
that when a peering link fails, single modification to the Nexthops Table is suf-
ficient to rerouteall affected prefixes over protectiontunnel. This clearly meets
the sub-50 milliseconds target.

BGP Table Nexthops Table
Prefix Nexthop Nexthop Flag Primary Backup

10.0.0.0/8 OIF OIF
; 2.2.2.2/32 Up

South Tunnelviaxl%
3.3.3.3/32 Up West Tunnel45

12.0.0.0/8

Figure 7.7: Improved conceptual organization of the FIB

7.4.2 The protection tunnels

As explained earlier, a solution is required to allow routeXto reroute the packets
immediately to routeX' 1 even if the routing tables ot 3 and X 1 still point to X2
as their nexthop. For this, two different types of tunnels lba envisaged :

e A tunnel from theprimary egressouter (X2) to another egress router (e.g.
X1) of the upstream AS that peers with the same downstream AS:aile
this tunnel gorimary egress - secondary egreaoe-setunnel.

e Atunnel from theprimary egressouter K2) to another ingress router in the
downstream AS (e.dR1). We call this tunnel g@rimary egress - secondary
ingressor pe-situnnel.

Thepe-seandpe-siprotection tunnels are “pre-defined” before the link faglur
At the primary egressouter, a protection tunnel is defined by two parameters : an
encapsulation header and an outgoing interface. At thendecgingressor egress
the definition of the protection tunnel is simply the ability de-encapsulate the
packets received over the tunnel.

Several types of protection tunnels exist : IP over IP, GRSdc, L2TP, MPLS
over IP, .... However, not all encapsulation types are blgdtéor pe-setunnels.
Consider again figure 7.5. When linkk2 — R2 fails, routerX 2 will encapsulate
the packets towards routéf1. If X2 uses IP-in-IP encapsulation, then routétr
will use its FIB to forward the de-encapsulated packets.oduohately, X 1’s FIB
may still useX2 as the nexthop to reach the affected prefixes.

To avoid this problem, we require the utilisation of an erstéation scheme
that contains a label such as L2TP [LTGO04] or MPLS over IP [VORR This
label is assigned by treecondary egres®uter. When it receives an encapsulated
packet, it uses the label as a key to forward the de-encdpdupacket over the



150 Chapter 7. IP Fast Reroute for eBGP peering links

appropriate secondary linkithout consulting its BGP FIBThis ensures that the
secondary egreswill not return the received encapsulated packets tgtivaary
egressrouter even if thigorimary egresss the current BGP nexthop according to
the FIB of the secondary egress router.

Using IP-based tunnels usually raises two immediate qurestiThe first one
is the cost of encapsulation and de-encapsulation. In thg ffleose operations
were performed on the central CPU of the router and wereyc@sin a perfor-
mance viewpoint [Rek91]. Today, the situation is compietifferent and high-
end routers are able to perform encapsulation or de-enlediogsuat line rate. Fur-
thermore, many large ISPs have deployed MPLS to support BBPS VPNs
and some rely on L2TP or GRE-based encapsulation [Gro05§. sEsond ques-
tion is the problem of fragmenting packets whose size exxéselMTU. On cur-
rent Packet over SONET interfaces used by high-end routgssissue becomes
a design problem : the network must be designed to ensur¢hindTU is large
enough. The design guidelines developed for GRE-baseeétwuim[Gro05] would
ensure that fragmentation is avoided when IP-based piatettinnels are used.

In a production network, allowing routers to process engkapsd packets may
cause security problems unless the routers have a way tiy Hesit the packets
come from legitimate sources. For the-setunnels, the tunnel source belongs to
the same ISP as the tunnel destination. In this case, IR}bétees such as those
already deployed by ISPs [GS02] would be sufficient. Forgbesitunnels, the
secondary ingresshould be able to verify the validity of the received encigisa
packets. A possible solution could be to use IPSec for thoseels. Another
solution would be to use filters.

To define ge-se(resp.pe-s) protection tunnel, thprimary egressouter must
thus determine the IP address of the appropsatondary egregsesp.secondary
ingresy router and the tunnel type to be used. We propose in theafiitpsections
techniques to select the endpoints of the protection tsnnel

7.5 Theparalle-links problem

To solve theparallel-links problem, we utilisgpe-seprotection tunnels. Such tun-
nels could be configured manually on themary-egressrouter. For example,
the network operator could configure on this router the asidr® of the candidate
secondary-egresmouters and the parameters of fe-setunnel to be used. This
manual configuration would be sufficient in the common caserala small stub
AS is connected to its provider via two interdomain links.wéwer, in a large net-
work, an auto-discovery mechanism is required to simpliy ¢configuration and
more importantly to allow the routers to automatically adap protection tunnels
to topology changes.

To build this auto-discovery mechanism, we first considergimple case of
two physically independent parallel links and assume tiesame prefixes are ad-
vertised by the downstream AS over those links. In this dasemain problem for
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the primary egressouter is to locate the appropriasecondary egresouter. To
discover thesecondary egres®uter, theprimary egresgouter cannot simply can-
not simply consult its BGP table as it may not have alternaiées for the affected
prefixes. For example, in figure 7.5, rout€2 does not learn any route advertised
by the downstream AS from routéf1 due to thel ocal - pr ef settings on this
router. A similar situation could occur in a large AS, whewedo the utilisation of
BGP confederations or route reflectors, routers only recaisingle route towards
each destination.

To solve this auto-discovery problem, we propose to alloehesgress router
to advertise via iBGP the “characteristics” of its currgrdkctive eBGP sessions
by using a new type of BGP routes callptbtection routes A protection route
contains the following information :

e the NLRI is the local IP address on the peering link with thevdsiream
AS.

e the AS-Path attribute contains only the downstream AS

e a tunnel attribute containing the parameters of the priotedunnel to be
established

The IP address used in the NLRI must be routable and uniqueasttwithin
the upstream AS. The uniqueness of the NLRI information tessary to ensure
that theprotection routewill be distributed to all the routers inside the upstream
AS. If the same NLRI was used for several protection routesn & route reflector
could run the BGP decision process to advertise only oneeoitio its clients. By
using a unique NLRI for each protection route, we ensurettieprotection route
is distributed throughout the AS even if there are route cedhs or confederations.
The tunnel attribute indicates the supported type of tu(@&E , L2TP or MPLS
over IP tunnels) and the optional parameters such as thef@abPLS over IP
encapsulation.

It is important to note that a router advertise® protection route for each of
its active eBGP sessions. pyotection routeis only advertised when the corre-
sponding BGP peering link is active. When a peering linksfdihe corresponding
protection routeis withdrawn. Furthermore, the protection routes are oigyrith-
uted inside the local AS. For these reasons, the iBGP loadaltlee protection
routes is negligible compared to the normal iBGP load.

When theprimary egresgouter needs to selectpe-setunnel endpoint for a
primary link, it considers as candidasecondary egressuters all the protection
routes whose AS-Path is equal to the downstream AS and whboseltendpoint
is reachable according to its IGP routing table. In practibe closessecondary
egresswould often be the best one.

However, as discussed in section 7.3, the solution shositdkad able to protect
from SRLG failures. To be able to correctly handle SRLG fafy the routers
need to know the SRLG associated with each BGP peering lirdt. ekample,
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considering figure 7.8, routdk2 should not be selected asacondary egres®
protect linkR1 — X1 as link R2 — X1 also terminates at routé¢1. In practice,

a BGP peering link can be characterised by a set of SRLG vajuesfied by the
network operator [VPD04]. A BGP peering link is composedwb thalf-links,
one half in the upstream AS and the other in the downstreamtA@ll thus be
characterised by SRLG values managed by the downstream ASRDHG values
managed by the upstream AS. The SRLG values can be manuafigw®d on a
per eBGP session basis by encoding each value as &p&irSRLG- val ue of

32 bits integerswhereAS# is the AS number of the AS that allocated the SRLG
value.
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Figure 7.8: Utilisation of ge-seprotection tunnel

Another problem to be considered is when different BGP psi@re used
over the parallel-links. As an example, consider the neiwopology shown in
figure 7.8. Assume thgtrimary egressrouter RL needs to create a protection
tunnel for directed linkR1—X1 and thatR1 and R3 receive a full routing table
while R2 only receives the client routes of AS2. In this case, ro&ershould
selectR3 as itssecondary egressinceR3 receives the same routesRis.

To solve this problem, each egress router must know the BB&/pssed by
its peer. This is because the packets that are sent grithary-egress— primary
ingresslink depend on the BGP routes advertised by phienary ingressrouter.
For this, we propose to add to the configuration of each eBGHi@e an identi-
fier of the BGP policy used (customer, peer, ...). In practiis identifier would

“The Traffic Engineering extensions to OSPF and IS-IS alremdpde SRLG values as 32 bits integers.
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Parameter Comment
NLRI IP address of the egress router on the peering Jink
AS-Path Downstream AS

eBGP session type 32 bits unsigned integer

Tunnel attribute Type and optional parameters for the tunnel
SRLG optional list of pairsAS#: SRLG- val ue

Link bandwidth optional extended community

Table 7.1: Proposed protection routes

usually correspond to the peer-group used to specify therefitter [WMSO04].
Each egress router should thus be configured with the BGBypadied by its peer.
To reduce the amount of manual configuration, the eBGP ses$gi® could be
exchanged during the establishment of the BGP session logecthis informa-
tion inside the BGP capabilities. If required, BGP capébii can also be updated
during the lifetime of the BGP session. The SRLG values cbaldxchanged over
the eBGP session by using the same technique.

Coming back to the example of figure 7R8 will advertise a protection route
for an eBGP session of typgeandR2 a protection route for an eBGP session of
type 1. R1 will select the protection route of tygeandR3 will be the endpoint of
the pe-seprotection tunnel.

Finally, parallel links between ASes can have differentdveidth. When the
endpoint of a protection tunnel is chosen, it should be ptes$o select as tunnel
endpoint a secondary egress router with sufficient capaEity this, the protec-
tion route can optionally contain the bandwidth extendechrominity defined in
[STRO4]. Table 7.1 summarises the content of protectiotesou

When theprimary egressouter needs to selectpe-setunnel endpoint to pro-
tect a primary link, it will consider all the protection regtwhose AS-Path contains
the downstream AS and whose tunnel endpoint is reachabtediag to its IGP
routing table. The selection of the best protection routeragthose candidates
will be done as follows.

1. Remove from consideration the protection routes withE@I session type
which differs from the eBGP session type of the primary eBE&ss®n.

2. Remove from consideration the protection routes thatatorone of the
SRLG values associated to the primary link to be protected.

3. If there are still several candidate protection routesak the ties by using
the IGP cost to reach the tunnel endpoint and, if availabkelibk bandwidth
extended community.

If there is congestion inside the upstream AS, it is alsoiptesto utilise traffic
engineeregbe-setunnels. A traffic engineered MPLS tunnel with bandwidtreres
vations can be established by themary egresgo reach thesecondary egress
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by using RSVP-TE. This type of tunnel ensures that sufficiemdwidth will be
available for the protected traffic, but of course it forcke touters to maintain
additional state.

7.6 Thestub problems

To solve the stub problems, we have to consider the two dwesiof the packet
flow. For theoutgoing stulproblem, we note that in this case the stub receives
either a default route or a full BGP routing table from its\pders. Thus, the
same destinations are reachable over all links with theigeos. For this reason,
we propose the utilization of pe-seprotection tunnel to solve theutgoing stub
problem. For thencoming stulproblem, we will utilize gpe-siprotection tunnel.

7.6.1 Theoutgoing stub problem

To protect thestub—provider packet flow on an interdomain link, we note that
from the stub’s viewpoint, the providers can be considee@quivalent as they
can be used to reach any destination. Thuseptligoing stutproblem is similar to
the parallel links problem. We simply propose to reserve the vdlder the eBGP
session type corresponding to an eBGP session over whidhiBIB routing table

is advertized and slightly change the criteria to selecththst secondary egress
router for the protection tunnel. When the eBGP session ¢fplee primary link

is equal to0, the selection is done by considering all the protectiona®with an
eBGP session type ofindependently of their AS-Path. The selection of the best
protection route among those candidates is done as follows :

1. If the type of the eBGP session of the primary linkjsemove from con-
sideration the protection routes with a strictly positiBGP session type.
If the type of the eBGP session on the primary link is stripthgitive, remove
from consideration the protection routes with an eBGP eadype which is
strictly positive and differs from the eBGP session typehefprimary eBGP
session.

2. Remove from consideration the protection routes thatatorone of the
SRLG values of the primary link to be protected.

3. If protection routes whose AS-Path is equal to the dowastr AS exists,
remove all the other protection routes. This rule is not naéowy. Its appli-
cation conceals the protection via the same AS as the ioitial

4. Finally, select protection routes on the basis of the IG8t to reach the
tunnel endpoint and, if available, the link bandwidth exfieth community.

For example, consider in figure 7.9 ths81 is a stub and tha®l1, P2 andP3
are its providers. Assume thB2 andP1 advertise a default route afRB only
regional routes. In this casB2 will advertise insideAS1 two protection routes :
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Figure 7.9: A stub AS attached to three providers

e aprotection route withLRI =2. 0. 2. 2,AS Pat h=P2,andeBGP sessi on
type=0

e aprotection route withLRI =3. 0. 3. 1,AS Pat h=P3,andeBGP sessi on
type=17

To protect linkR1—RX, R1 would select IP addresa 0. 2. 2 as the endpoint of
the protection tunnel.

7.6.2 Theincoming stub problem

To quickly recover thgrovider—stub packet flow when an interdomain link to a
stub fails, we propose to rely orpa-siprotection tunnel. This tunnel is established
between theprimary egressouter located inside one provider ands@condary
ingressrouter inside the stub. The advantage of usimpasitunnel in this case is
that the routers of the secondary provider are not invohegthar in the activation
of the protection tunnel nor in the de-encapsulation of thekpts.

As for the pe-seprotection tunnel, the besecondary ingressouter and the
parameters of the protection tunnel to be used can be mgraaaifigured on the
primary egressouter. This manual configuration is probably acceptabia tmall
dual-homed stub AS, but it increases the complexity of th€igaration that must
be maintained by the operators. A better solution is to us® BGauto-configure
the requiredpe-siprotection tunnels.
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For this, we propose to allow each ingress router in the stBldcAadvertize
over the eBGP session with its provider thecondary ingressouters inside the
stub that could be used as candidate endpointpdesiprotection tunnels. This
information can be advertized by themary ingressrouter asprotection routes.

In those protection routes, the NLRI is set to the IP addregsesecondary ingress
router and the tunnel attribute contains the supporteceiutgpe and the associated
tunnel parameters.

A key issue for the utilization of @e-siprotection tunnel is that thgrimary
egressrouter must still be able to reach tilsecondary ingressouter even if it
was using the failed link to thprimary ingressrouter to reach all the IP prefixes
advertised by the stub. This reachability can be guaranteedded that the IP
address of theecondary ingressouter belongs to an IP prefix allocated to and
advertized by the secondary provider and not to an IP prefeertided by the
stub. This is a common practice among ISPs and could beconasigndrule
whenpe-situnnels are required. For example, in figure 7.9, roRtearns prefix
11. 0. 0. 0/ 8 from routerR1. If link RX — R1 fails, routerRX can still reach the
secondary egresf2, by sending encapsulated packets to IP address@s?2. 2
0or3.0.0.3. 1.

The protection routeghat are advertised by th@imary ingressrouter can be
manually configured, but a better solution is to use the ptime routes that are
distributed inside the stub to solve thetgoing stulproblem.

For this, each ingress router of the stub AS will filter titetection routesghat
it receives via iBGP. The ingress router will only advertser its eBGP session
the protection routes containing the same eBGP sessiorat/fie session type of
the primary link and different SRLG values than the SRLG galassociated to the
primary link.

The primary egressouter will select, among the protection routes that it re-
ceives over its eBGP session, the best endpoint fopéhsiprotection tunnel.

For example, consider the sté@ts1 attached to providerBl1, P2 andP3 in
figure 7.9. Assume now that the three providers advertisefaulieoute to the
AS1. R1 will receive via iBGP two protection routes from route? :

e aprotection route withLRI =2. 0. 2. 2,AS Pat h=P2,andeBGP sessi on
t ype=0

e aprotection route withLRI =3. 0. 3. 1,AS Pat h=P3,andeBGP sessi on
type=0

On its eBGP session witRX, R1 will advertise these twgrotection routes
with 3. 0. 3. 1 and2. 0. 2. 2 as tunnel endpoints. Based on the received candi-
date protection route®RX will select2. 0. 2. 2 as the tunnel endpoint to protect
the RX—R1 link.

5The NO_ADVERTI SE BGP community is attached to the protection routes adeeftis/er eBGP sessions
as they do not need to be distributed beyondpttieary egressouter.
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7.7 Non covered cases

Our solution does not automatically cover the specific cagiesre a transit AS
is connected with a single link to another transit AS. Indaadsuch a scenario,
there is no simple way for a router to find out a tunnel endpdinis via another
transit AS, that provides the same (or more complete) rdmlilyaas the tail-end of
protected peering link. However, we argue that such casesesy rare as transit
ASes that are concerned about the resiliency of their nésvtand to establish
redundant peering links with the relevant transit ASes tlvthey are connected.
Also, in the BGP MPLS/VPN case, which is the most importargector many
ISPs, these cases do not apply, as a VPN site that is conredtsgrovider with
a single link is disconnected from the VPN upon its failure.

7.8 BGP convergence after deactivation of a protection
tunnel

Once activated, a protection tunnel helps in forwardingpidiekets that would have
initially been forwarded along the failed link over an attate path. However, when
a protection tunnel is used, the packet flows inside the n&tao not follow the
paths that they should follow when the corresponding pgdiitk is removed. In
other words, the application of the protection tunnel isempivalent to a regular
BGP convergence. |If the failure lasts for a few seconds, ithisot a problem,
but using a protection tunnel for several minutes or hourmisecommended, as
forwarding paths do not match the paths advertised in BGP.

The measurements discussed in section 7.2 have shown thedftice failures
of eBGP peering links are short. A primary egress that aeti/a protection tunnel
should thus wait some time before advertising the failuréopeering link via
BGP or its IGP. If the failure is short enough, the peeringds bmill come back
while the protection tunnel is still active. At that timegtprimary egress router
simply needs to modify its FIB to deactivate the protectionnel. Otherwise, the
advertisement of the failure will trigger the exchange o messages and the
update of the FIBs of many routers, although the network kbellbrought back
in its initial state soon, hence triggering another waveB& P messages and FIB
updates.

If the failure lasts long, then the failure should be repdbrte BGP and the
network should converge. To meet the requirements exmtésssection 7.3, we
must ensure that no packet will be lost during this BGP cayesece.

To illustrate the potential problems caused by the iBGP eqgence, let us
consider the network topology shown in figure 7.10 and foeuthe packets sent
to destinationD. In this topology,R1- X1 is the primary link between AS1 and
AS2 andR3- X3 a backup link. This backup link is implemented by configuring
alowl ocal - pref attribute in the import filter of routeR3. When linkR1- X1
fails, thepe-setunnel reroutes the packet via lif8- X3. However, the utilisation
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Figure 7.10: Example topology for the deactivation @easetunnel

of this tunnel is not optimal since the packets that eAf&t at routerR2 will pass
twice through theR1l- R2 link. After some time, routeR1 will need to remove
the pe-seprotection tunnel. If routeR1 sends a BGP withdraw messad&’x;)
to indicate that destinatioD is not reachable anymore, rout8 will react to this
withdraw message by updating its FIB and sending a BGP upddieating its
own route Urs). Depending on the processing order of those messages by the
routers, several transient losses of connectivity to dastin D are possible. In
table 7.2, we use the notatidtw: : Wy (resp. Ry : Ugs) to indicate that message
Wr1 (resp.Ugrs) has been processed by roufer (resp. Ry). As shown by this
table, only one ordering of the updates of the FIBs ensumesahchability ofD
during the convergence. For five of the possible orderibgsecomes unreachable
during a short period of time and a transient loop betwReérand R2 appears for
two of the possible orderings. Note that the transient laog occur in the context
of an AS that does not use encapsulation to forward packetssis network.
Thus, two different problems must be solved to allopeaouter to remove a
pe-seprotection tunnel without causing packets losses :

e All the destinations that are currently reached via theqmtidn tunnel must
remain reachable during the entire routing convergerite ¢onvergence
preserves reachabilijy
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First BGP | Second BGP| Third BGP | Fourth BGP| Comment
message message message message

R2: Wp R3: Wp R2 :Ugs R1:Ugs D unreachable frorR2
R2: Wp R3: Wg R1:Ugs R2 : Ugs D unreachable frork2
R3: Wg R2: Wg R2: Ugs R1:Ugs D unreachable frorR2
R3: Wp R2: Wp R1 :Ugs R2 : Ugs D unreachable frorR2
R3: Wgy R2 : Ugs R2: Wgy R1:Ugs D always reachable
during convergence
R3: Wp R2 :Ugs R1 :Ugs R2: Wg; | transient loofR1- R2
R3: Wp R1 :Ugs R2: Wp R2 : Ugs D unreachable frorR2

R3: Wgy R1:Ugs R2 : Ugs R2: Wpgy | transient loofR1l- R2

between first and third message
between first and fourth message
between second and third messag

between second and fourth messag

between third and fourth message
between third and fourth message

between second and fourth messag

lge

ige

Table 7.2: Processing order of the IBGP messages ifstdeafter the transmis-
sion of a BGP withdraw

¢ No transient packet forwarding loops are caused by the apafahe FIBs
of the routers inside the A$he convergence does not cause transient lpops

7.8.1 Forwarding schemes

To preserve reachability and avoid transient loops, we teednsider how pack-
ets are forwarded inside an autonomous system. This probsiscussed early
during the development of BGP [Rek91] and two technique® lesmerged. The
first solution, proposed in 1990, is to use encapsulationNHRO0], i.e. the ingress
border router encapsulates the interdomain packets irgsitlennel towards the
egress border router chosen by its BGP decision processhaititne, encap-
sulation suffered from a major performance drawback givendifficulty of per-
forming encapsulation on the available routers [Rek91]daip high-end routers
are capable of performing encapsulation and decapsulatitime rate when using
MPLS or IP-based tunnels [Gro05].

The second technique, call@®&rvasive BGRy [RG94] is to use BGP on all
(border and non-border) routers inside the transit autausnsystem. This tech-
nique is still used in pure IP-based transit networks. Wdad@n section 8.5
the difficulty of avoiding transient forwarding loops dugim convergence inside
an autonomous systems usiRgrvasive BGPRoughly, we will explain that if
a loopfree convergence is feasible, any possible solutims ¢hot scale well and
would thus be impractical.
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7.8.2 Deactivation of protection tunnels for BGP/MPLS VPN pering
links

In a network providing BGP/MPLS VPNs (figure 7.11), iBGP igddgo distribute
the VPN routes to th€E routers [RR99]. A VPN route is composed of two parts
: aRoute Distinguisher (RDand an IP prefix. Th&®D is used to allow sites be-
longing to different customers to use the same IP addreesgsRFC1918 private
addresses). A VPN route is considered as an opaque bit syittge BGP routers
that distribute the routes. A service provider can either the samdRD for all
VPN routes belonging to the same VPN or a differ& for eachPE-CE link.
Furthermore, @oute target (RT)s associated to each VPN route R¥'is encoded
as a BGP extended community. It is used, in combination witkr$i on thePE
routers, to ensure that a VPN route from a given customer lis distributed to
the PE routers that are attached @E routers belonging to the same VPN. This
utilisation of theRT reduces the size of the VPN routing tables onPerouters
[RR99].

Customer site 2

Figure 7.11: Example with BGP/MPLS VPNs

To avoid packet losses during the BGP convergence in thigxgrhe service
provider simply needs to configure iBE routers to use a differerRD for each
PE- CE link. Using a differentRD ensures that eadRE router will receive via
iBGP all the VPN routes for the prefixes that are reachable thePE- CE links.
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This remains true even if the service provider network isddigl in confederations
or uses BGP route reflectors as VPN routes with diffeRRDtare considered as
different opaqueprefixes by the BGP decision process. WhepPEarouter sends
BGP withdraw messages due to the failure of a parallel-ihkse messages will
reach distanPE routers where an alternate VPN route (with a differRm) is
already available. As this alternate route uses an MPLS=uitns loop-free. The
same reasoning applies if the service provider uses IP luiimgead of MPLS
tunnels.

For example, consider in figure 7.11 the failure of liAE1- CELl. PEL1 first
activates thge-seprotection tunnel to reacBE2 via PE2. At that time,PE3 uses
an MPLS tunnel to send vigEl the VPN packets fronCE3 to CEL1. Then,PE1
sends a BGP withdraw message. When this message re@EBe# updates its
VPN routing table and uses the loop-free MPLS tunndPE2 to reachCE2 and
CEl.

If using distinct route distinguishers is not part of the ASigy, the solutions
proposed for regular, non VPN, BGP routes can be applied.

7.8.3 Deactivation of protection tunnels for regular peemg links
Deactivation of ape-se tunnel

In chapter 8, we consider the problem of shutting down a BG#ipg link for
maintenance purposes. Onceeaseprotection tunnel is activated, a fast conver-
gence of BGP should not be performed at the cost of packetdedhe reachability
of affected destinations is still ensured through the ndtwOur fast reroute tech-
nique thus turns a sudden peering link failure into a nonnirgae, so that the
make-before-break convergence proposed in section 8ullysapplicable. Note
that we recommend to use the fully automatic shutdown swiuid accomplish
this task as a reconfiguration of routers to deactivate a&ptionh tunnel would not
be practical.

Deactivation of ape-si protection tunnel

When ape-siprotection tunnel is used, it is possible that no alternaapare
available at the borders of the AS, so that an interdomaicefudshutdown mech-
anism, as described in section 8.4.4, might be required.

7.9 Related work

Several fast reroute techniques have been proposed ancplyed in MPLS
networks. A survey of these techniques may be found in [VRD84&veral ISPs
have started to deploy interdomain MPLS tunnels. ExtessionRSVP-TE to
allow those tunnels to be protected on the interdomain lhkge been proposed
recently [CP04]. The main advantage of our solution is thatlows to quickly
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recover from the failure of PE-CE links in BGP/MPLS VPNs altigh no MPLS
tunnel is used on those links.

To our knowledge, our solution is the first pure IP Fast Rexrdechnique that
allows to protect interdomain links. In [Rei04] an extemsiof the O2 routing
protocol [SCK"03] was proposed to recover from the failure of interdomaiks.
However, this solution assumes both a new routing protoedlthat theprimary
andsecondary egreseuters are directly connected.

Gummadi et al. propose in [GM@4] a source routing technique that allows
endsystems to reroute packets around failures by usingrietiiate nodes as re-
lays. Measurements with a prototype implementation reteslthis technique al-
lows to recover from 56% of network failures. This end-tal@acovery technique
is characterised by a recovery time of at least several sisco®ur fast-reroute
mechanism only allows to recover from a failed BGP link, hdde links are key
in today’s Internet. Our technique is also applicable ferBGP/MPLS VPNs that
are increasingly used to replace frame relay and ATM-baséaarks.

Several maodifications to BGP have been proposed to redudaGireconver-
gence time. To our knowledge, the closest solution to ow@rdmmain tunnels is
the Fast Scoped Rerouting proposed for BGP in [BLSZ03]. Witk approach,
BGP routers try to find an alternate path for each destinatftected by a failure
and exchange messages with the routers on this alterndte AmBGP messages
must be exchangeafter the failure to find an alternate path, the recovery time of
this BGP extension will be longer than with our solution. TReot Cause Noti-
fication proposed in [PANO5] adds to the BGP messages an information about
the reason for the BGP message. Another method to tag BGRagesswas pro-
posed in [CDZKO05]. This solution is much similar to RCN busasies multiple
routers per AS. Our solution is orthogonal to those BGP esx¢ers and could ben-
efit from them if implemented and deployed. However, as olutem allows the
protection tunnel to recover the reachability across thevord directly after the
failure without requiring the exchange of any BGP messdgeB(GP convergence
following the activation of the protection tunnel shouldgerformed by avoiding
further losses of packets. This could be achieved by usiagdiutions proposed
in chapter 8.

A next step to this work has been proposed in [Fil06]. Rougthlig improve-
ment of the solution relies on a per-prefix backup entry storéhe FIB, and a tight
binding of the IGP FIB with the state of the BGP FIB. Such a mighe greatly
improves the flexibility of the solution, and allows a fasapthtion of the FIB of
the routers upstream to the failure location, which redubesoverhead incurred
by the local protection mechanism.

7.10 Conclusion

BGP peering links are important in both the global Interned & BGP/MPLS
VPNs. We have analyzed the stability of eBGP peering linka transit AS and
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have shown that those links often fail, usually for shoriqus of time.

In this work, we have proposed a new technique to ensurehbaiacket flow
on failed eBGP peering links can be recovered within 50 sationds. Our solution
relies on two types oprotection tunnels Its main advantages are that it can be
incrementally deployed, does not require major changesadGP protocol and
is applicable for both normal BGP peering links and for tinédito customer sites
in BGP/MPLS VPNSs.

The primary egress-secondary egrepsotection tunnels can be used when
there are several parallel links between two ASes. We haygoged simple BGP
extensions that allow border routers to automatically alisc the bespe-sepro-
tection tunnel to use to protect each of their interdomaikdi In autonomous
systems using encapsulation and in networks providing BABIRS VPN service,
our solution also avoids packet losses during the BGP cgawee that follows the
deactivation of the protection tunnel, see chapter 8.

The primary egress-secondary ingrepsotection tunnels can be used to pro-
tect the interdomain links that attach providers to a nubtmed stub AS. We have
proposed a simple extension to BGP that allows the routetfseastub AS to auto-
matically advertise the parameters of ffesitunnel to be used to their provider.






Chapter 8

Graceful Shutdown of BGP
sessions

Introduction

When a BGP peering link is shut down, packets can be lost éviée change is
predictable or the peering link is protected with a Fast Reronechanism. This
transient unreachability is caused by the mechanisms thatsed in iBGP to dis-
seminate routes inside Autonomous Systems. Indeed, sotderlack of alternate
paths to some destinations, which makes them unable totectomards alternate
BGP nexthops, and this, even if alternate paths have besrelbay other border
routers of the AS. This is unfortunate as customers oftenfgamultiple peering
links with their providers, while providers are not able toyde a fast recovery
when one of the peering links fails or is manually shut down{NDO5], a service
provider listed requirements for a mechanism that wouldeviagossible to shut
down a peering link without introducing transient loss ofkets.

In this chapter, we discuss the mechanisms that can be usetptove the
convergence of BGP. Firstly, we show how additional infatioracan be dissem-
inated inside the network to ensure that each router hasopisdy received alter-
nate routes to allow a fast convergence. Secondly, we distus a "make before
break" convergence can be implemented in a network, to gec&imean to per-
form graceful shut down of peering links without increasthg memory load on
the routers. This second solution is attractive as it reguihe implementation of
very few features, and does not increase the size of thengutformation bases
of the routers. Several options exist for the make-befoeadb solution, we will
describe them and explain their respective trade-offs.

In section 8.1, we present the problem of transient unrdaliyain the case
of a peering link shut down or the reception of a route withdrd/e explain how
routes are propagated inside an iBGP topology and why tHisces the availabil-
ity of alternate paths. The next sections cover the solationthis problem. In
section 8.3, we present techniques that can be used to imfinevdissemination
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of alternate paths inside an Autonomous System. In sectibmw& show how a
make before break convergence can be perfomed today withplémenting ad-
ditional mechanisms. We also present mechanisms that casdukto cover the
case where no alternate paths are present at the time ofutdogin operation.

8.1 The problem of transient unreachability

In this section, we explain how transient unreachabilityerfernal prefixes can
occur when a route withdraw is received by a border routemvloen an eBGP
peering session is closed, and this even if alternate rauges available in some
routers of the network.

8.1.1 Route propagation inside an iBGP topology

Egress routers of a domain propagate paths received frometkternal peers if
they actually select the path. Indeed, routers only projeatieeir best path for
each destination. An egress router that received multiptbspfrom a set of its
peers will thus only propagate at most one of the paths. Tibetiso a set of rules
in the BGP Decision Process (DP) (local-pref, ASPath lengtiD) that can force
a router to prefer a path learned from an iBGP session ovethdgerned from an
eBGP session. This impacts the knowledge of alternate ppattie network as
only the egress router will know about those paths. In théeamf Virtual Private
Networks, the same problem can occur if the same route digsher is used for
two distinct exit points towards a given site.

When an iBGP Full Mesh is used, each router of the network knalwout as
many paths towards a prefix as there are Egress Routers iatiherk that selected
a path received from an eBGP peer. Indeed, when an EgreserR®elects such a
path, it will propagate it towards all its IBGP peers. A ladkatternate paths can
still occur if all the routers of the network select the sangedSs Router for a given
prefix p.

When Route Reflectors are used, the lack of alternate pathbecavorsened.
For example, an Egress RoutRBi that selected its own path towards a prefix
will only know about this path if the routers and Route Reftegtto which it is
connected with an iBGP session have also selected the aliti vil his means that
even if more than one path is selected in the network, intioduroute reflectors
can cause lack of alternate paths on some routers.

8.1.2 Transient Unreachability

The way iBGP works can thus lead to routers having one simgiterfor a prefixp
inside their Adj-Rib-In. This means that once this route ithdrawn, those routers
will transiently be unable to select an appropriate BGP haxtfor a prefix, and
will drop the corresponding packets until an alternate pathbeen found.
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Figure 8.1: A dually connected client

To ensure the resiliency of their connectivity, neighbogrASes are often con-
nected with more than one link, but even in that case, somenmomight lack of
paths during the convergence. In Figure 8.1, we show a cli&2 that is dually
connected to one provider AS1. As AS2 pays AS1 to carry packe2 can use
the MED attribute to force the routers of AS1 to send pacletsitds the prefip
via R20, which has the lowest MED

Now, let us look at the propagation of BGP routes inside A®dl, lat us con-
sider that there is an iBGP full mesh in this networkR10, R11 and R12 select
R10 as their best nexthop for prefix R11 does not advertise its own route via
R21 because this is not its best route. Thus, we can seeittatand R10 only
know about the route vi&10.

Let us assume that the linR10 <~ R20 is manually shut down. R10 will no
longer consider its route towargsnd will send a withdraw toward312 andR11.
R10 and R12 will transiently consider that is unreachable. They will recover the
reachability ofp only after R11 has removed the withdrawn route from its Adj-
Rib-In, run its Decision Process, selected its routeR#d, and finally sent it to
R12 and R10. Upon the link shutdown, it is possible that a large amoumbafes
are in the same situation, so that the convergence proces®eaguite long.

Now let us consider in Figure 8.2, that the client AS2 doesusetthe MED
attribute, and that the provider uses route reflectidti0 and R11 both select
their own external path towargs and each router sends its best path to its route
reflector,RR1. Tie-breaking ink R1 will force it to select and propagate one of the
two paths. Let us assume that it selects the pathRli@. Once againR10 only
knows about one route for prefix so that a transient unreachability can occur
when the link is shut down.

Policies commonly used in the Internet also have an impathi@propagation

*Agreements on communities can be also be used between ASAShtb achieve the same
goal. By tagging a route with a community defined in the ages@mAS2 can have an impact on the
local pref that will be set by AS1 to the route.
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Figure 8.2: A dually connected client, without MED

of routes inside each Autonomous System. When a route isvegcFom a client,

it is always prefered over the routes received from pro@derpeers. This means
that all those alternate routes are hidden and only knowhdigress Routers that
receive them on their eBGP session.

To illustrate this, let us consider Figure 8.3. In this taygyl, AS2 is a customer
of AS1 and AS4, which are customers of ASR12 hides the route for prefix
p via AS3, as it prefers the client route viR11. If the link R11 <« R21 is
shut down,R10, R11 and R13 will have no alternate path and will only recover
the reachability of the prefix after R12 parsed the iBGP withdraw sent 911,
performed a DP update, and propagated the routel $ia

Note that if R30 had prefered the path vidS1, a route withdraw should have
been sent toward®30 to let R30 change its decision and propagate the alternate
path toR12. In this case, not only the iBGP topology has an impact on dmeer-
gence, as a DP update in an external router is needed. In soemario, alternate
paths exist, but their unavailibility is not caused by iBGRte propagation inside
the network. We will show in section 8.4 how to provide a gfatehutdown
mechanism in such a context.

We will firstly discuss in section 8.2 the forwarding schertied can be used in
an Autonomous System, as it can have an impact on the sdutiabwe propose.

The firstly proposed solution is to guarantee that at leagtdistinct paths for
each prefix are present in all the Adj-Rib-In of the routerghaf AS. To do this,
we can add iBGP sessions inside the topology. We will showttha does not
always suffice. Sometimes, potential alternate nexthogs tiieir path because
there is a better path in the network. That is, they do notigeoan alternate
path for this better one. So, we explain how propagating rest paths helps in
providing alternate paths in the network. There are seveeans to provide this
functionnality. We will review them in section 8.3.

Sometimes, an alternate path is not available at all for akdestinations,
even if a BGP convergence without loss of packets is possibiethat case, a
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AS 3

Figure 8.3: Impact of policies on route propagation

"make before break" convergence is required. Note thatkihid of solution is
also applicable when alternate paths are available in the@onle. According to
this mechanism, routers first disseminate informationughoiBGP sessions to let
routers avoid the paths being withdrawn, while allowingteosi lacking of alter-
nate paths to continue to use the initial path for a while. Byd this, routers that
have alternate paths at their disposal will select and grajgsthem, so that all the
routers of the network will finally be able to reroute, with@ver being forced to
drop packets. When no such paths are available inside thE iBfology, routers
will have to initiate a convergence without packet loss thablves their neigh-
bouring peers. This will trigger advertisement of alteenpaths towards the local
AS. We will discuss the implementation of these make-bebreak features in
section 8.4.

8.2 Forwarding schemes

There are several solutions to forward a packet from an §sgRouter towards its
exit peering link.

The first solution, called Pervasive BGP, lets all the rautar the path from
the Ingress Router towards the exit peering link performo&udip in its BGP table
to get the BGP nexthop, and then perform a lookup in the IGR tabfind the
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outgoing interface on which the packet must be forwardea firbt problem with
such a solution is that transient (or even persistent) isistencies between the
BGP tables of the routers on the path of the packet will letpheket finally exit
the network in a different location than the one selectedhbyrigress router. Those
inconsistencies, called referred to as “routing deflestig&W02b] can even lead
to forwarding loops. The second problem is that all the nsuta the path towards
the Egress router must be BGP speakers, even if those rarnemnly transit
routers.

—  eBGP / iBGP Sessions

Figure 8.4: A simple topology

The second solution is to let the Ingress Router perform a BGRup to get
the BGP nexthop for the packet, and then encapsulate thetflagkising a label
that will let the packet be forwarded towards the BGP nextidC01]. Routers
on the path towards the Egress router do not perform lookufiseir BGP table.
When the Egress router receives the packet, it decapsuiapesforms a lookup
in its BGP table, and forwards the packet over the correspgngeering link.
When only best paths are propagated in the network, the B&ape selection
performed by the Ingress Router always correspond to thekisrnal best path
that the BGP nexthop selected and propagated in the netwemk.example, in
Figure 8.4, whenR13 receives a packet towargs it will encapsulate the packet
with a label identifyingR10. The packet will be forwarded towardsl0, and R10
will perform a BGP lookup to forward the packet towar&20.

The third solution is to let an Egress Router propagate ed&hR Bath in the
network with a label identifying the corresponding peetting on which the packet
will be forwarded [RR99]. When an Ingress Router forwardsieket, it performs
a BGP lookup to get the BGP nexthop and the label associatidting peering
link of the nexthop. The Ingress then encapsulates the padtkethe peering link
label, and encapsulates the obtained packet with the labelttuses to reach the
BGP nexthop. The routers on the path between the Ingresharithress will for-
ward the packet based on the label used to reach the BGP pextfwen the BGP
nexthop receives the packet, it decapsulates it and findaleécorresponding to
the peering link over which it must forward the packet. Ita@esulates the packet
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and forwards it along this peering link. For example, in F&g8.4, whenR13
receives a packet towards prefixit will encapsulate the packet with a label iden-
tifying R10 — R20, then it will encapsulate the packets with a label idemntidyi
R10, and forward it. When the packet arrives #10, R10 decapsulates it, finds
thanks to the second label that it must forward it aldti) — R20, so that it can
decapsulate the packet and forward it towaR#. Note that "Penultimate Hop
Popping" (PHP) can be used to avoid this double decapsulafihen using PHP,
the outermost label is popped by the penultimate hop, sottieaBGP nexthop
only has to pop the innermost label of the packet.

The main difference between the second and third solutidghasthe BGP
nexthop does not perform a lookup in its BGP table to forwhel gacket. This
will have an impact during the convergence, as we will sehanremainder of
this chapter. In section 8.5, we show how complex it is to @¥orwarding loops
during a BGP convergence when Pervasive BGP is used.

8.3 Increasing the availability of alternate paths

Having an alternate path in its Adj-Rib-In is a good way toeefast convergence
when the primary path is withdrawn. In fact, ensuring thelatdity of alternate
paths will permit to avoid the cases where a propagation tifspg necessary to
perform the recovery. As we will see in this section, havitigraate paths also
allows a router to adapt to a non-urgent removal of pathsie@dly a maintenance
operation on a peering link without losing packets. When @dsen failure of a
peering link occurs, and the link is protected with a the Rstoute technique
proposed in chapter 7, the following convergence proceatsisnon urgent and
should be performed without causing packet loss.

8.3.1 Adding iBGP sessions

One possible mean to increase the availability of alterpatbs is to modify the
iBGP topology to guarantee that for each prefieach route? of the network has
a session with at least one Route Reflector that performdeaetit route selection
for p or with one Router that selects an eBGP route which is diffefieom the
route selected byR.

For example, by looking in Figure 8.2, we can see that if we adgssion
betweenR10 and R11, all the routers of AS1 will have two routes towargs
The main advantage of this solution is that it does not regaity modification to
the BGP protocol. What is required is a tool that will tell hesvtune the iBGP
topology to provide such guarantees.

Note that in this context, Egress Routers always still pgapatheir best paths
only, so that their BGP forwarding table will be consisterithvall the routes that
they originated and propagated. This means that when aisowithdrawn, and an
Ingress Router switches to an alternate path, the presdrhbe alternate path in
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its Adj-Rib-In implies that the BGP nexthop associated wiitat path has already
selected the path as its best path.

Adding iBGP sessions in the network will not always sufficeor Example
in Figure 8.1, we have an iBGP Full-Mesh, and we still haveegsuwith only
one route for prefixyp. More generally, we can say that to prepare the routers to a
withdraw by ensuring that at least two routes are presentmug break the rule
that routers and route reflectors can only propagate theirgaghs. Moreover, the
tuning of the iBGP sessions will have to change in time, aseraalvertisements
received from external peers will change. Doing this mighhlard in practice be-
cause maintaining one valid and robust iBGP design is afradvard task without
considering those additional constraints [GWO02b].

8.3.2 Propagation of non-best paths

In this section, we explain how routers can propagate phttsare not selected as
their best paths to improve the availability of alternatéhpan the network.

Second best path propagation

This technique lets the routers of an AS pre-converge byiderisg the with-
drawal of their primary path towards a given destinationisTian be done by using
[WRCO5] or [RR0O1]. These protocol extensions allow BGP &peato propagate
more than one path towards a given destination. We propassetsuch an exten-
sion to force routers and route reflectors to advertise tiest path as well as their
second best path.

The second best path of a roufefor a destinatior is the path thak selects,
by removing the first best path from its Adj-Rib-Ins, and bdiag in its Adj-Rib-
Ins the second best path of its iBGP peers for which the first fp&th is the same
as the primary path oR. Performing the second best path computation like this
implies that, if the best path of a rout& for a destinationd is withdrawn, then
the second best path th&thas ford is the post-convergence primary path of the
router, so that only the route withdraw is necessary t&lénd its alternate path.

If a router R does not find a second best path for a destinafidoy applying
the mechanism described above, this means that all the iB8R pfR have the
same first best path & and did not find a second best path for the destination.
This implies that no alternate path would be found for desiim d if the best path
selected by was withdrawn. In the best case, an alternate path will beddaut
it is not currently known inside the AS, so that a complemgnsalution spanning
over multiple domains would be required.

Redundant paths propagation

Executing the second best path computation may require tochr@PU in the
routers of the network, as it forces the routers to actualygsm an iBGP conver-
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gence twice for each prefix. Another solution could be todeters propagate as
alternate paths for a prefix the paths for the same prefix that were received from
the same neighbouring AS. To do this, an Egress router canaidkantage of the
solution proposed in chapter 7 aimed at discovering the5saft multiple eBGP
sessions with the same AS and the same policies. We will sdythibse sessions
are redundant. When an Egress router advertises a path fefia pthat is re-
ceived from an eBGP peer, it can also advertise as alteradits for this prefixp

all the paths fop coming from sessions if. We will call those paths redundant
paths.

Compared to the previous solution, routers do not have touteeheir Deci-
sion Process twice for the same destination, as alternates@an be considered
as "attributes" of the best routes. One issue is to ensutathBgress Router has
redundant paths in its Adj-Rib-In. One design guidelineedmt favouring this is
to let two Egress Routers that maintain redundant eBGPmesestablish a direct
iBGP session between each other, as suggested in [dSB0O7].

Best external route propagation

Another technique is to allow each router to propagatedetiie iBGP topology,
its best external path towards each prefix. The best extpatihlselection should
respect the following rules.

1. Departing from the set of external path,

2. Remove current Best Path if external,

3. Prefer Highest Local Pref,

4. Prefer the path with Shortest AS Path attribute,
5. Prefer lowest MED,

6. Prefer lowest router address,

In the case of an iBGP full mesh, applying this scheme enginasall the
routers have an alternate path for each destination, ibat lene was received at a
border router of the network. However, this comes with a pizaély high memory
load on the routers.

When route reflectors are used, the availability of alterrths is ensured
if each route reflector propagates, towards each of itstelienbest path and its
second best path. Additional routes can be carried in BGRtepdessages using
[WRCO5].

Compared to the second best path propagation, we can sasethding best
external paths is easier than computing the second be, zathhe best external
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path is selected locally, i.e. routers do not converge toditetnate paths. How-
ever, we can also say that more useless routes might be ateplag the network.
For example, let us assume that in an Autonomous System, adtwe towards
a given destination are available on a few client peeringslinThe availability of
alternate paths can be ensured thanks to those client geefiihus, all the routers
that peer with the providers of the AS, and that do not peér witlient providing
one of those "client alternate paths”, will propagate alitz paths in the network
that are of no interest, because they have a lower local piaéand will only be
selected if all the client paths become unavailable.

A route server dedicated to alternate path propagation

To improve the availability of alternate paths in the neteyave can also use one
(or more) dedicated route server that would be in charge wéréiding alternate

paths inside the network. The interest of such a solutiohas it lets routers of

the network do a minimal work to distribute alternate pathie only thing they

have to do is sending their best external paths to the ronterseind retrieve the
alternate path that is propagated by the route server. Gethpa the best external
route propagation, we can say that useless best exterriad palt only be sent

towards the route server, and the route server will not gragathese towards its
clients. The solution thus concentrates the increase inanefoad on a device

that is dedicated to this task.

Even if the route server is slow, we can say that as it is ordyetlio prepare
routers to a withdraw of their primary paths, its responseetis not crucial. As
the goal of this route server is only to propagate backupsp@thcentralized flavor
does not make it a single point of failure, as the forwardihgazckets accross the
network is not compromized when the route server is not fanotng.

A route server can perform the best alternate path selegtmivally, which
means that it will select one set of alternate paths for dra&in and advertise it
to all its clients, or it can perform an alternate path sé&cbn a per-client basis.
We will begin our analysis by describing those two possibtshhiques. Next, we
will see how the task of the route server can be split among af seute servers to
solve the memory load issue. After that, we discuss two tigcies that can be used
to avoid that the propagation of alternate paths have andtrgrathe selection of
primary best routes in the network. This last point is imanttas we do not want
to introduce an additional potential of convergence unlitgtby propagating new
paths through the iBGP topology.

Per-client alternate path selection

With the per-client selection, each router of the network should have a session

with the route server, over which it sends its current best pad its best external
path, by using [WRCO05] or [RR01]. The behaviour of the rositemncerning their
other iBGP sessions does not change.
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For a given destination, the alternate path that a routeeseveuld send to a
router R would respect the following rules.

Departing from all the routes known by the Route Server, fgivan destina-
tion,

1. Remove the best and best external paths received &afrany
2. Prefer Highest Local Pref

3. If any, prefer paths that are already selected as besbpdtteir originator
This rule only makes sense if a BGP lookup is performed by theess
Routers when they receive packets over internal links.d& 3 to avoid in-
consistencies when router switch to the alternate pathevitisilcorrespond-
ing BGP nexthop does not forward packets according to this. gdot do-
ing this favors transient forwarding loops. To distingyisha BGP Update
message, if a path is currently the one selected as best bsigisator, the
bestpath bit defined in [WRCO05] can be used. When a doublepsutzion
forwarding scheme is used, the egress ASBR does not perfB@Pdookup
to select the peering link over which the packet will be fordesd. Thus, this
transient control plane inconsistency has no impact ondhegdrding path
selected by the Ingress Router, so that this rule is not ntanda

4. Prefer Shortest AS Path

5. Apply MED

The MED should be applied by considering all the availablég&owards
the destination. "Always-compare-med" should be configuensistently
with the other routers of the network.

6. IGP tie-break

An IGP tie-break performed from the route server point ofwieakes no
sense as it does not consider the distance between theareéeand the
nexthop of the route. If such a tie break must be performedrdbte server
should compute the Shortest Path Tree of R to perform an aiecselection.

7. Prefer lowest router address

Global alternate path selection

With the global alternate path selection, the route server will sedesingle set
of alternate paths that can be used as backup paths in therkeflihis set of paths
must contain at least two paths with distinct BGP nexthopsrder to ensure that
all BGP nexthops receive alternate paths from the routeesdmndeed, if the route
server only propagates one alternate path, the origindtbiabpath might lack of
an alternate path.
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Departing from the set of routes that the router server hag fdestination,
the selection of alternate paths with the global mode shrddect the following
rules.

1. Prefer Highest Local Pref,

2. If any, prefer paths that are already selected as besbpydtieir originator,
This rule only makes sense if a BGP lookup is performed by thess
Routers in the network when it receives packets on intemias |

3. Prefer Shortest AS Path,

4. Apply MED,

The MED should be applied by considering all the availablég&owards
the destination. "Always-compare-med" should be configuensistently
with the other routers of the network.

IGP tie-break does not make sense as the alternate pathicelecper-
formed globally.

5. Select the< = > oldest routes among the remaining routes.

The value of< = > should be tuned according to the number of alternate
paths that is desired in the network. A route server can stopecision process
at a given step and send all the remaining routes to its paéws.step where the
selection must be stopped is the step that would let the smrtger propagate less
than< z > alternate paths for the concerned destination.

Policy-driven alternate path selection
The selection of alternate paths by the route server canbalgmerformed by
focusing on the type of the primary path.

For example, if the best path for a given destination is a patkived from a
client, the route server can select all the client paths ith@ceived as alternate
paths. More generally, a route server could select as ateeyaths for a destina-
tion, all the paths that have the same local-pref as the mubest paths. If there
is no path with the same local-pref, the route server coltsthe paths with the
highest value of local-pref that can be found for the detitna or all the paths
whose local pref fall into local pref range associated wikth& paths from a given
peering type.

Impact of alternate path propagation on primary path selecion

A potential issue when alternate paths are propagated atarqmaths is that, in
some cases, the propagation of these could have an impaut @election of the
primary best path of a BGP router.



8.3. Increasing the availability of alternate paths 177

Figure 8.5: A route server

We think that this should be avoided as in some cases, thainttion of the
route server itself could put the network in a routing oatidin state. To illustrate
this issue, let us consider the Figure 8.5. Let us assumehbdRoute Server is
configured to advertise only one alternate path to its diekite can see that two
paths for prefixp are available at the borders d4f51. One path is viaR12 and the
other viaR11. Let us assume that10 receives one path towargsvia its Route
Reflector RR1. From the perspective dRR1, the path viaR11 is better when
the IGP tie-break is appliedR10 thus only knows the path vi®11 and selects
it. The best path oR10 is sent towards its route servé?S1. RS1 knows about
two paths, the one vi&12 and the one vid11. Thus, the alternate path th&S1
sends toward&10 is the path viakR12. But, R10 actually prefers this path over the
path received from it®2 R, so that the path vi&12 is now its best path, an&10
sends it toRS1. At that moment,RS1 must adapt and send another alternate path
towardsR10, which will be the path viaR11. R10 now only knows about the path
via R11, that it receives from itfRR and from itsR.S. It will send its best route
towards the route server, and one cycle of the oscillatienbegn completed.

The first solution to this problem is to let the route serverdsalternate paths
with a local-pref value ofl. However, this has a negative impact as it could force
one router receiving a route withdraw for its primary patisétect one of its exter-
nal paths via a provider, although the alternate path thatseat by its route server
is a valid path via a client. We suggest to solve this problgrtaking advantage of
the gaps that ISPs usually leave between the different salfieocal-Pref assigned
to their routes. Setting the local-pref of routes such thatdifference between the
local-pref of two routes i or at leastl0, will help in degrading the alternate paths
sufficiently to prevent them from impacting the selectionpafmary path, while
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degrading them not too much to favor an as direct as poss#isition to the best
alternate paths upon convergence. By doing this, the rareiscan propagate
its alternate path by setting its local pref value to the lipcaf value set by the its
orginator, minus 5. That is, alternate paths will never ef@red over the best
paths that are learned on normal iBGP sessions, while nigiimjathe respect of
the policies when an alternate path has to be selected.

With the local-pref shift proposed abovB,S1 would have reduced the local
pref of the path viaR11, so thatR10 would not have changed its best path upon
reception of the path vi&11 from its Route Server.

Choosing one solution

We proposed several solutions relying on the propagatiamaofbest paths. Se-
lecting one best solution is not an easy task as they will nie:jo@ multiple factors
such as the memory load overhead that the BGP routers of theaA&fford, as
well as the cpu load overhead. Also, the number of alternatiespavailable at the
borders of the AS should play a role in this decision.

However, solutions relying on route servers preciselyroffays to deal with
these constraints in a flexible fashion. Indeed, the numbeiternate paths prop-
agated by the route server can be tuned according the deaitadamory in their
clients. The cpu load is concentrated on the route serveicamd be provisionned
accordingly. Also a peak in the cpu load of the route servauldv@ot harm the
availability of primary paths among the other BGP routerthefAS.

8.4 Make before break iBGP convergence

In the previous sections, we discussed ways to let routeesrtise more paths over
iBGP sessions, in order to increase the availability ofralite paths upon a shut-
down. All those solutions unfortunately increase the RIBmogy consumptions
of the routers. Also, these solutions are not available yet.

In this section, we present another mechanism to perforrmeecgence that
anticipates the maintenance of a peering link without lnggiackets. This solution
does not suffer from these issues.

We firstly present the solution when a shutdown of a Custdemevider link is
performed at the provider side. We tackle the problem ofdingi packet loss for
the outgoing traffic (from the provider to the customer) amdfie incoming traffic.
Then, we discuss the variant when the shutdown is performbe @ustomer side.
It is to be noticed that in all these cases, we assumed thed theat least one
peering link to backup the peering link being shut down. la ldst part of this
section, the case where this property is not verified is emathand a solution to
them is proposed.

As a bonus, we will see that the proposed solutions help iceaing the
convergence, and thus the BGP path exploration as locajpssible, so that the



8.4. Make before break iBGP convergence 179

BGP churn is reduced.

The idea underlying the scheme is the following. Firstlyjrk remains up
while routers adapt to its scheduled removal. As we will #@s,is not sufficient to
avoid all packet losses, because some BGP routers can lattkiofate paths. Thus
routers are also allowed to keep using the paths via the knkgoshut down until
they find alternate ones. These compromised paths will beeriesd preferable,
so that the convergence process will take place and aleepaahs will be spread
across the network.

8.4.1 Shutting down aProvider — Customer link

Let us assume that a BGP peering link is shut down. This lirksdmetween an
internal routerPE and a client route’ E of a client AS. To avoid packet loss,
two problems have to be solved. The first one is to ensure hieatauters inside
the local AS stop using the paths towards the destinaticaiswiere reached via
the PE — CFE link without loosing packets. The second one is to ensure tha
the routers behind’E' stop using the paths for the destinations that they used to
reach viaC E — PFE without loosing packets. As a consequence the packet flow
must be uninterrupted in both directions thus preserviegeachability during the
convergence.
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Figure 8.6: A dually connected client

Outgoing problem

The simple topology shown in Figure 8.6 will be used to uniders the problem.
In this topology, there is a full mesh of iBGP sessions amdhthe routers. We
assume that the link betwee®il0 and R20 will be shut down by an operator of
AS1, a provider of AS2. Let us assume tlit0 keeps the link up for a while, and
behaves as if the link was down. Consequenyp sends withdraw messages to
its iIBGP peers for the paths received fraR20 that it selected as its best paths.
The recovery will be performed by using the paths alétig — R21.

A transient unreachability for a prefixmay still occur because routers may
have only known the route fgr via R10 — R20 in their Adj-Rib-In. Thus they
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will drop packets destined to until they receive the alternate path. For example,
if there is an agreement between AS1 and AS2 to allow AS2 timparincoming
traffic engineering by using communities or MER]11 may prefer the path via
R10 — R20 over the path received on its own eBGP peering link withil, so
that the secondary path will not be propagated towdlts and R10. WhenR12
receives the withdraw fronR10 for the path towardsg, it starts dropping packets
for this prefix. WhenR11 receives a withdraw for a prefixfrom R10, it selects

its external route fop and propagate it on its iBGP sessions. The recovery will
only be accomplished wheRi12 receives the update from11.

This example illustrates that ensuring the forwarding gltive link being shut
down is not sufficient to provide a packet loss-free conuerge In addition,
routers should avoid the paths that will become invalid,assas possible, while
allowing those routers to still use these paths if they dohave alternate paths.
To do that without modifying BGP, we must use a two-step ap@no First, we
must render the affected paths less preferable than anyathigable path. Thus,
the attributes of those paths must be modified to impact theifity at the very
first step of the BGP decision process, and let routers sateatvailable secondary
path. Second, the link must be actually shutdown and theletespaths must be
withdrawn.

To perform the first step, we could set the local-pref attétnf those paths to
0, and let the router performing the shutdown advertise tgsdar those paths. In
the example above?10 should do this. After a while, the other routers will have
switched to the alternate paths. At this tinfel0 is allowed to withdraw the old
paths. This operation will have no impact on the forwardimge those paths are
no longer used to forward packets.

N\ . y AS2

eBGP / iBGP Sessions

AS4 . mmeaa > Paths towards p before shutdown
) Paths towards p after shutdown

N ‘R4 ) 3 Transient path from R1 to p (not propagated to R4)
\ Y,

Figure 8.7: A dually connected client
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This solution is adequate in the context of VPN, where thesibtes alternate
paths always come from the same neighbouring ASs. It als&snorthe case
where the client is a single-homed AS that is dually conmetdets provider.

However, the solution is not safe enough in the case of regutlernet traffic,
where some alternate paths for client paths could be adedrby providers. The
topology depicted in Figure 8.7 will be used to illustratis goroblem. In this case,
AS3is a provider of AS1, and AS4 is a shared-cost peer of AS1.

During the first stepP E'1 will send an update with a local-pref attribute of O
towardsR1 for prefix p. For the same reason as described in the previous example,
R1 may not know about the path vidE2 — CE2. In this case,R1 will select
an alternate path viR1 — R3, which would be the only one with an higher local
pref value. But according to the usual peering relatiorslaimong neighbouring
ASs, this provider route cannot be advertised to the prosideshared cost peers
of AS1. Consequentlyi?1 will send a withdraw taR4 for prefix p and the recovery
will only be performed oncé receives the alternate client path, selects it as its best
route, and sends an updateRd. Meanwhile R4 will transiently drop the packets
destined tg, and this unreachability could be propagated through ttezriet.

A local-pref of 0 cannot always be used in the first step. However, a local
pref that is lower than any local pref assigned to clientesuwithin the ISP and
higher than any local-pref assigned to the routes receives providers and shared
cost peers can be used. As a result routers will keep usingltbalete path until
new client paths are advertised. Thus only update messatidsevadvertised to
providers and shared cost peers, instead of abrupt witlsdraw

Incoming problem

The routers on the neighbouring AS must stop using the linkgoghutdown. In
the example topology of Figure 8.6, the routers in AS2 shatdg using routes
passing througt20 — R10.

The first solution is basically to contact the operatorsi6 and let them use
the same technique as described in the preceding sectitmough it works, it is
not very convenient because it requires synchronizing atjpey teams. Further-
more, maintenance is generally performed during the lgsiirbing time periods
for the client (during the night for example). The maintet@peration may re-
quire the client to assign dedicated human resources ftakk, which is unfor-
tunate. It may also induce additional financial cost for thevgler and the client.
Moreover this task becomes a real scheduling nightmare thigemaintenance af-
fects multiple clients at a time, e.g. in the case of a lindcamoval or a complete
shutdown for a typical provider edge router.

A simpler solution is to have the provider agree with eackntlion a BGP
community that would be dedicated to routes that have to bielegt by the client.
When the provider performs the shutdown, it will re-adsertits paths by tag-
ging them with this community. On the client side, the rositesill have been
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pre-configured to set a local-pref value &ft0 all the routes tagged with this com-
munity. After a while, the router on the provider side wilhsiea Cease Notification
to actually withdraw the routes and shut down the session.

This solution is applicable without modifying BGP. Howevisrnot very fast
as it requiresk20 to re-advertise all its paths toward 0.

Another solution is to implement a new BGP message which aveirhply
mean that the session will be shut down within a given amotititree, and that
the CE should adapt to it by using the techniques described abdvis.riiessage
can be for instance an eBGP Cease Notification message wiv aub code or a
new dynamic capability.

8.4.2 Shutting down aCustomer — Provider link

When aCustomer — Provider peering link is shut down at the customer side,
the proposed behaviour of the routers is similar to the ormpgsed when the
provider performs the shutdown. We will thus briefly summarithe behaviour
that should be applied.

Outgoing problem

When a peering link between a customer and its provider isddbhwn at the cus-
tomer side, the router where the shutdown command is issustiset a local pref
of 0 to the routes that it received over the impacted link, in ptdereroute the
traffic that was going from the Customer towards the Providemnis will force
routers on the customer side to select paths received dver peering links with
providers.

Incoming problem

When the graceful shutdown is performed by using an agreenetnween the cus-
tomer and the provider, the local-pref value that has to bbysthe provider must
be lower than any local-pref value assigned to client roiregle the ISP, and
higher than any local-pref value assigned to routes redein@m providers and
shared cost peers. This will force the routers on the prowsdie to select paths
via other peering links with clients. After a while, the lbqgaef value will be
set to O to let routers of the provider select alternate pathsther peering links
(shared-cost or provider peering links), for the prefixesvbich no alternate paths
via customers could be found.

8.4.3 Shutting down a Shared-Cost peering Link

The simpler solution in the case of a Shared Cost peeringshiidown is to also
set a local-pref value of O on the routes received over thistb solve theoutgoing

2According to the usual peering relationships, using a lpcaf value of0 will not trigger the
sending of path withdraw messages
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problem, and to also use an agreement on a dedicated community te fav
incoming problem.
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Figure 8.8: Dually connected Shared-Cost peers

However, this could cause a transient utilization of previkhks to reroute the
traffic even if, after the convergence of the network, ali&grpaths through other
Shared-Cost links will be used. For example, in Figure &8¢ assume that AS1
and AS2 have a Shared Cost peering relationship. Once dgarpossible that
SH11 prefers a path vi& H10 — S H20 to reachp, so that it does not advertise
its own alternate path to AS1. When the link betweH 10 and S H20 is shut
down onSH10, SH10 would send local pref updates @ofor its path towards.
R1 would then select the only alternate path that it knows dttthree, which is a
provider path via AS3. Finally, whefiH 11 selects and advertise its own path via
SH11 — SH21, R1 will prefer this path via this Shared Cost peering link and
reroute again.

This scenario does not lead to packet losses as for the RreR@igstomer link
shutdown case. Indeed, according to the usual peeringorethip model, routes
received over shared cost links or links with providers ailg advertised to clients.
Thus, a router switching from one kind of route to the othelt mot send BGP
withdraw messages to its peers. However, the operators &fmight not want
to transiently use alternate paths via providers if patlasshiared cost peerings
are available. The reassignment of the local-pref to théesobecoming invalid
should then be done with a value that is lower than all the assgned to Shared-
Cost routes, but higher than the local-pref values assigmpdovider routes. As a
second step, a local-pref value of 0 should be re-assignis$e routes to face the
case where no alternate path can be found for some prefixesttve Shared-Cost
peering links.
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8.4.4 The single link shutdown case

When there is only one peering link between two ASs, it is msueed that the
reachability can be recovered locally to the two ASs, updmudown. This means
that, even if there will not be unreachable destinationsrdfte convergence, there
are some cases where no alternate path could be directhalaleaat the borders
of the local AS at the moment of the shutdown. Even though libats that care
about the convergence time in their network tend to connébtmwultiple links to
their providers, there are some cases where the redundaulcy/lie obtained from
different providers. For example, we could easily imagine dual-homed stub
scenario depicted in Figure 8.9.

Figure 8.9: A dual-homed Stub

In that scenarioA.S2 buys Internet connectivity from two providerd,S4 and
AS1, and is connected with a single link to each provider. Nowuketassume
that the link betweerk11 and R21 undergoes a maintenance operation. Before
the shutdownR30 in AS3 reaches prefiyp advertised byAdS2 via AS1, and we
can easily imagine thak31 does the same, for traffic engineering reasons. If a
local-pref value of) is assigned insidel.S1 on the routes learned over its peering
link with 452, this will not affect the selection of the best path fobecause this
is the only known path iM.S1.

To recover the reachability gf in AS1, R30 in AS3 must be notifed with a
withdraw from R12 that its path tg via AS1 is not valid anymore. The withdraw
would be propagated t&31 which would then select its alternate path vi&4,
and then propagate it toward30. Finally R30 would advertise this path t4.51.

If the convergence is done in the regular way, packetsvidl be dropped byR30
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between the reception of the withdraw froR12 and the reception of the path
update fromR31.

If AS1andAS3 have an agreement on some dedicated communities to perform
graceful shutdown of their peering link&12 could take advantage of itR12
could tag the paths for which it cannot find an alternate with tommunity, and
propagate an update #®30. This will notify R30 that those paths will become
invalid within some time.

If there is no agreement betwedrt'1 and AS3, then the normal convergence
process will take place when the BGP withdraw messages aiikbeived byR12.
These withdraw messages will be propagated upon the atwialasvn of the peer-
ing link. That means that even though the initiation of theokery using withdraw
messages will be delayed, the LoC will not last longer thamoihing had been
tried to preserve the reachability of the affected prefixasng the process.

If such a convergence process without packet loss is redjtorspread through
multiple ASes like in this scenario, we would recommend tplement the solu-
tion using transitive BGP path communities, as a transéB&P cease notification
message is meaningless. Indeed, even though a cease hotifiteessage would
be meaningful at the location of the shutdown, e.g.R < R11, remote AS-
BRs must only propagate information about the obsolescehtte best paths via
this particular peering link, and not the other paths, st ith#his case the infor-
mation must be transmitted on a per prefix basis.

There is a tradeoff between the convergence concealmemgturby the solu-
tion, and the opportunity to span the convergence withockgtdoss across mul-
tiple ASes. If an ASAS1 transits the “obsolete’ communities beyond its borders,
then a shutdown initiated by one of its neighboring A$,2 might let AS1 prop-
agate updates although the convergence could have beesatethbetweem S1
andAS2.

A way to solve this problem is to ussascades of standardized communi-
ties and define relations between them. We could for example atdize 5 val-
ues of communities that would be used to tag obsolete pathe va@lues, say
Obsolete_Path_Community; (OPC;), with 0 < i < 5. The transitivity of such
community would be defined as followsQ PCj is not transitive. A path which
is tagged with a communit® PC;;, must be tagged with the communityPC';_;
when advertised over an eBGP session, and the commOiitg; must be re-
moved from this path.

With this technique, the operator performing the shutdoamla shut its link
down by attempting to conceal the convergence at most, UsiRg. If traffic
continues to flow along the peering link undergoing the neaiahce after some-
time, this means that the neighboring AS does not find amaterpath, and hence
should start exploring beyond its borders.

Such cascades can also be used to progressively contrgptheftpeering link
over which alternate paths can be selected.
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8.4.5 IBGP Aggregate Graceful Withdraws

When a peering link is shutdown, all the routes that wereivedeon this peering
link will have to be removed from the Adj-Rib-Ins of all theuters of the AS. In
order to perform a faster convergence, a new kind of BGP rgessan be used to
specify that all the routes received from this peering linkstrbe removed.

Aggregate Withdraws were defined in [RPAWO0S5] to be able thdriaw a set
of routes sharing a property. Typically, the property ispleering link being shut
down. To detect that a route was received from a given pedéirikgcommunities
can be used [RPAWOS5]. If next-hop-self is not used in the netwthe next-hop
can be used as it identifies the peering link by itself. Thetsmh can be used to
gracefully remove sets of VPN routes if different route idigtiishers are used for
all the routes.

In the normal BGP case or in the context of VPN without didtiraute dis-
tinguishers, the issue of transient unreachability mussdieed, so that we have
to perform an "Aggregate Set-Local-Pref 0" or an "Aggregalieéhdraw™ by us-
ingtheTIME TO WITHDRAW feature. This must be done to allow routers
that only have the route being withdrawn for a given destmato receive alter-
nate routes before updating their FIB, so that the destinatill not be transiently
considered as unreachable.

When a router receives an aggregate graceful withdraw fgpegia given
property, it must set the local-pref of all the routes varifythis property to O,
and propagate the aggregate graceful withdraw. This witldaouters and route
reflectors to select and propagate alternate routes. Aftehile, an aggregate
graceful withdraw can be propagated, using the same pyopexrder to remove
the routes (whose local-pref was updated to 0) from the AHHRs of the routers
that still have it.

We can also specify ZIME _TO_WITHDRAW in the aggregate grace-
ful withdraw in order to force the receiving router to refleict its FIB, a poten-
tial lack of BGP route in its RIB only after the specified timia this case, it is
not necessary to flood an additional aggregate withdraw agessThe value of
TIME_TO _WITHDRAW must be defined according to the number of routes
that are concerned by the withdraw.

8.5 ASes using Pervasive BGP

In autonomous systems using pervasive BGP, the solutiocrided above can
lead to forwarding loops. The main problem in such netwoskthat each iBGP
message that causes a change in the FIB of one router may aanasesient for-
warding loop. Such forwarding loops have been detectedrge l#5P networks
[HMMDO02].
To illustrate the problem, let us consider again the topplelgown in fig-

ure 7.10. IfAS1 is using pervasive BGP and we modify the primary egress route
to send an iBGP update with thecal - pr ef attribute set td) then destination
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15t BGP | 2"/ BGP | 3"“BGP | 4 BGP | Comment
message| message| message| message
R2:U%, | R3:UY, | R2:Ugs | R1:Ugs | D always reachable withoyt
loops during convergence
R2:UY% | R3:UY%, | R1:Upgs | R2:Ugs | transient looR1- R2
between third and

fourth message

R3:UY% | R2:UY%, | R2:Ugs | R1:Ugs | D always reachable
without loops

during convergence
R3:U% | R2:UY, | R1:Ugs | R2:Ugs | transient loofR1- R2
between third and

fourth message

R3:U}, | R2:Ugs | R2:U), | R1:Ugs | D always reachable withoyt
loops during convergence
R3:UY% | R2:Ups | R1:Ugs | R2:UY, | transient looR1- R2
between third and

fourth message

R3:UY% | R1:Ups | R2:UY, | R2:Ugs | transient looR1- R2
between second and
fourth message

R3:U% | R1:Ugs | R2:Ugs | R2:UY, | transient looR1- R2
between second and
fourth message

Table 8.1: Transient loops caused by the updates of the FitBgpervasive BGP

D remains reachable. However, during the iBGP convergehesprdering of the
updates of the FIBs is important. In table 8.1, we summarisat\wappens during
the eight possible orderings of the FIB updates. In thisstabl: : U%y indicates
that routerRx has updated its FIB after the arrival of the iBGP messagels wit
| ocal - pref setto0. Out of the eight possible orderings, only three are always
loop-free.

Avoiding transient loops in autonomous systems using peredBGP is a dif-
ficult problem.

Firstly, a loopfree pervasive BGP convergence must be pedd by respect-
ing orderings on a per prefix basis. Indeed, wherMBB attribute is used, the BGP
decision process does not result from a lexicographicatrorg [GWO02a]. As a
consequence, a rout& may need to change its BGP nexthop for a destinagiign
as a result of the failure dR1 — X1, even if its current best BGP path towands
was not via this link. This will be the case if the pathit®via R1 — X1 is the
path received from Sz with the best MED value, and it is not selected Ry This
happens when there is a closer BGP Nexthop#wvia another neighbouring AS,
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let us sayASz, and the second best MED path fa via ASz is closer fromR
than the firstly selected route viiSz. R will then change its FIB by selecting this
path as it becomes the MED best route?2drom ASzx.

To illustrate why this absence of a lexicographic orderirauid lead to a per
prefix ordering, let us consider the topology of figure 8.1Reve the linkR1 — X1
fails. On this link, AS1 received the MED best routes fromSz for destinations
pl andp2. The secondd Sz MED best route fopl is received viakR2 — X2, and
the secondd.Sx MED best route fop2 is received viaR6 — X6. AS1 receives a
route top2 on the link R5 — Z1. R3 and R4 will select this route due to the IGP

tie-break in the route selection fp2.

~ ~
pL ) C op2

S

-

pl:med 60 ,7[ ;i'med 80 p2:any med
2:med 80 pl:med 100 .
psme p2:med 100 p2:med 60
| 4
—X &

/ R6

ASXx
[

mEmE '> path to p2 before the failure

s path to p2 after the failure

""" > path to p1 before the failure
s path to P1 after the failure

Figure 8.10:R3 — R4 conflictual update ordering with MED

WhenR1 — X1 fails, R3 and R4 will update their FIB for destinationgl and
p2. Unfortunately, respecting the order that is necessargdstinatiorpl, actually
reached viaR1 — X1, will cause a forwarding loop for destinatigi2 on the link
R3 — R4. Infact, R3 is going to forward packets with destinatiph to R2 — X2,
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via R4. But asR4 was reaching1 via R1 — X1 and R3, R4 must update its FIB
for destinationpl before R3. R4 is indeed a child of?3 in the tree composed by
the paths used to readhl — X'1. But if R4 updates its FIB befor&3, R4 will
firstly decide thap2 should now be reached via6 — X6. As R4 is usingR3 to
reachR6 — X6, packets with destinatiop2 will transiently loop betwee4 and
R3, asR3 s still forwarding packets with destinatigre towardsk5 — 71, via R4.

BGP cannot afford such a constraint given the number of mkgstins that can
be affected by the failure of a single link.

Secondly, ensuring routers forwarding consistency foeéixyrfrom an Ingress
to its selected Egress point would force routers to perfdrair 1B updates based
on the same knowledge of the alternate paths towards thix.pi@GP dynamics
are far from ensuring this property, so that complementagghanisms, e.g., route
servers, would have to be used to populate the rib-in of th&ers to achieve this
goal.

To conclude this discussion, we think that solving this $rant inconsistency
problem when routers use Pervasive BGP would require a muok complex
solution than deploying an encapsulation technique, whigigs other gains. So,
to us, it is not worth the effort to push such solutions forvar

8.6 Conclusion

In this chapter, we tackled the problem of shutting down aGBBeering link
without loosing packets. We have analysed the aspects dP i@t lead to tran-
sient unreachabilities in the case of the shutdown of an e&&ifing link.

Three main ways to solve this problem have been investigated

The first one is to establish additional iBGP sessions teesm the availability
of alternate paths in the routers.

The main disadvantage of such a solution is that it requird®@ugh mon-
itoring and analysis of an Autonomous System, and a respomsechanism to
adapt to changes in the set of routes received at the AS sort¥reover, there
are many cases where establishing more iBGP sessions daglpanh achieving
the goal.

The second solution is to change iBGP to ensure the avéiyabfl alternate
paths across the domain. This can be done by introducingrésatike "BGP
external best" and BGP multiple paths advertisement. @Gtlyreinternet-drafts
suggesting to advertise multiple paths over a BGP sessiamotidefine how to
select the paths that should be advertised. They ratheredifenchanges in the
BGP update message format that should be used. We investiddterent ways
to select the external best path to be propagated and ta fiedeset of alternate
paths that a router would propagate to its peers. A combimaif such features
with route servers can be performed to increase the av#ijabi alternate paths
while concentrating the work load on dedicated platformgnég, routers would
not risk to waste resources in selecting backup paths whilgrgent convergence
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on primary paths is required.

This second type of solution is attractive, but increasesntiemory usage of
BGP tables, which could be an issue in currently deployetersu

Thirdly, we investigated ways to perform a graceful shutdafa link by ini-
tiating a make-before-break convergence, ensuring thigtre lacking of alternate
paths are able to use the obsolete ones until they receamaté paths. One im-
plementation of this solution can be done only using rowgeonfiguration, so that
the solution can already be applied by ISPs. We also examiagd to implement
the solution in the routers themselves, and ISPs would demddit from them,
sparing management costs and preventing reconfiguratistakes. Standardiza-
tion could also help as it would reduce the configurationsdharequired to apply
the solution.

We think that what has been proposed in this chapter is regkyesting for
an ISP as maintenance operations are common events in I&Brket Also, the
solutions described here can be applied to let BGP conveithewt packet losses
after the application of a Fast Reroute scheme used to peB&&P peering links.



Chapter 9

Conclusion

This thesis was aimed at improving the reactivity to topgloganges of intrado-
main and interdomain unicast routing protocols. Its mditrais that IP routing
protocols do not provide guarantees on the convergenceitimoase of failure.
That is, the reactivity of IP routing protocols to a failurepgnds on characteristics
of the topology such as its shape and size. The TCP/IP pratade has been de-
signed with a best effort perspective, and the convergemeedf routing protocols
has not been a concern for years. But the emergence of dapplisedike Voice and
Video over IP, online games, and the use of IP to transmittiesd and mission
critical information shifted the Quality of Service reqerinents to more ambitious
levels.

As a consequence, Internet Service Providers (ISPs) face amol more strin-
gent Service Level Agreements (SLAS) in terms of servictoraton time. From
a business perspective, a stringent SLA is not a problemsisroers have to pay
a higher price. However, current IP routing protocols do allww ISPs to guar-
antee a fast restoration of service at a low cost. Anothecexonfor the ISPs is
that maintenance operations unfortunately lead to sedisre@ption despite their
predictable nature, and can jeopardize the respect of dugh.S

As a first approach, we evaluated in chapter 2 the limits ofecurlink-state
intradomain routing protocols, also called Interior Gateway Proto¢t®P). The
analysis was carried out by using white-box measurementsrpeed on Cisco
12000 routers as the input for simulations of the convergaidS-IS in large ISP
networks. From this chapter we learned that even thoughtanfaadomain con-
vergence can be achieved, the number of prefixes adventisked iIGP and the way
ISPs design their topologies do not easily allow a sub-50crasevergence. We
also proposed some recommendations to achieve the shusssible convergence
time with 1S-IS.

At the interdomain level, the regular convergence process of BGP renders a

sub-50 msec target completely unrealistic, even whennatermpaths are available
close to the failure. We detailed several reasons for suadm@ tonvergence of
BGP in section 8.1.2. It actually takes seconds for BGP towecthe reachability

191
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of affected destinations, so that additional schemes a@uatiely required for BGP.

Based on the fact that both intra domain and inter domainmgyirotocols
cannot easily provide a fast recovery in case of failure, tifiesis investigated ways
to work around this problem.

Thefirst building block of this thesis is to provide a local restoration in case of
failure, triggered by a “nearly atomic” operation. Thatws had to allow routers
to locally recover the forwarding of packets as soon as tledgal the failure of an
adjacent link or router. In other words, the recovery shawitkequire a distributed
component, like for example the dissemination of informmatabout the failure
throughout the network. Also, routers must be able to tridlis local restoration
by performing an operation whose duration is fixed.

Solutions already exist at thiestradomain level, using MPLS fast reroute tun-
nels established with RSVP, and their pure IP counterpagscarrently under
investigation by the IETF. In chapter 3 we evaluated thege pR Fast Reroute
techniques on different ISP topologies. What we learneth ftbis study is that
among the proposed solutions, the simplest, most scalabBkeare not able to pro-
tect all packet flows from the failure of links in real topoies, and the importance
of this issue depends on the shape of the topology graph. ©atkier hand, the
only solution providing 100% protection coverage of links&lanodes (NotVia) is a
computationally expensive solution that does not scalg wetl. As a conclusion,
we argue in favor of a combination of Loop Free Alernates (§FAnd NotVia,
to provide a lightweight protection for the links and noddsose surroundings al-
low the utilization of LFAs, and enable the heavy machindrilotVia only when
LFAs cannot apply.

At the beginning of this work, no Fast Reroute solution eddb protectnter-
domain BGP peering links from failures. In chapter 7, we learnednfian analy-
sis of ISP data that such failures were as frequent as intraauiolink failures,
and most of them were short-lived. We proposed a fast resmitgion relying on
slight modifications of BGP, which is capable of letting radant peering links
between transit ISPs used to protect each other. We alsoged solution allow-
ing stub ASes to quickly protect a peering link with a provibg using a peering
link with another provider.

When a local restoration is performed, the flows of IP paca#tcted by this
restoration do not follow optimal end-to-end paths. Thatliese packets do not
follow the paths that they would have followed if a normalwemrgence of the rout-
ing protocols had been initiated after the failure. We attpa¢when the considered
failure is short-lived, this is not a problem as the optimad-¢o-end paths will be
used again once the failing element is brought back to sertdowever, when the
failure lasts long, this transient mismatch should be sbhsd the network should
be allowed to use the post-convergence optimal paths aitressetwork.

This is where thesecond building blockof this thesis finds its place. We argue
that a convergence to the new optimal paths w.r.t. a failboulsl be performed
without packet loss. Also, when the event triggering a cayemece is not a failure
but a topological change due to a maintenance operatiorpableet forwarding
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service should not be disrupted.

In chapters 5 and 6, we proposed two different solutions isogtoblem, for
link-stateintradomain routing protocols.

The first one, “ordered FIB updates”, relies on a slight modtfon of IS-IS
and OSPF. The solution orders the updates of the FIB of theen®by ensuring
their consistency during the convergence phase. We prdpbsesolution, proved
its correctness, and studied by simulation the time reduaéransit from the initial
forwarding state to the optimal one without loosing packéis conclude that even
in large ISP topologies, the overhead is marginal comparéuetconvergence time
obtained with the normal, non loop free, convergence psoces

The second solution that we proposed is based on a progeessionfiguration
of the metrics of the links whose state is modified by a maerer operation. Its
strength lies in the fact that no standardization is reguioeapply it, as it does not
involve changes in the IS-IS or OSPF protocol. In the absehedaster, protocol
built-in solution, this second technique is the only sa@uatihat a provider could use
today to avoid forwarding disruptions when it reconfigurtssnternal topology.

In chapter 8, we proposed a simple make-before-break solimi be applied
when aninterdomain peering link is shut down by an operator. We also proposed
different flavors of this solution. The first one is based arordiguration of BGP
routers to be performed before the maintenance, in ordevdin gacket losses
due to a lack of alternate paths in the BGP routers. Thanksgsaeconfiguration
prior to the shutdown, routers will be able to keep using theotete paths until
the reception of alternate paths from their peers. A fulljoeatic solution has
also been proposed, and can be used to avoid packet lossss ttherconvergence
following the activation of a BGP Fast Reroute protectionntel. This second
solution requires standardization.

Perspectives

The study of the convergence time of I1S-IS is already obsdstimprovements
are continuously brought to both software and hardware wters. An evaluation
of routers performances regarding IS-IS and OSPF and a sfuthgir impact on
the convergence time in large networks should be continyg@esformed as new
software and hardware are released.

Additional aspects of the IP Fast Reroute suite for the IGRilshbe studied.
It would be interesting to analyze the impact of such tealesoon the traffic, and
compare them with the solutions not considered by the IERé-NMultiple Routing
Configurations and Failure Insensitive Routing. Also, wedh® study the impact
of such solutions on the provisionning applied by ISPs.

We need to study more extensively the applicability of ourFBlgast Reroute
solution w.r.t. the policies that are applied on redundasgrimg links between
neighboring ASes. We also have to investigate with ISPsigf gblution is suffi-
cient, or if more complex solutions are required.
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For the loop avoidance scheme relying on metric incremevesntend to an-
alyze the applicability of this technique as a support fapldree convergence
after the sudden failure of a protected link. To do this, weeht® study potential
implementations of the solution in the router themselvessoAwe could study
the metric sequences by only considering the destinatioaisare prioritized by
an operator. Indeed, it is likely that long metric sequeraresdue to destinations
that are not important for the ISP. Using data on prioritidegtinations, we could
probably further reduce the length of those sequences plolecting important
destinations like nodes tracking prefixes related to Voliewgays.

The graceful shutdown mechanisms for eBGP peering linkddvoeed to be
experimented in real environments, and we need to intermene ISPs to decide
if the gain provided by the standardized solution is worthehgineering effort.

A major topic that was not considered in this thesis is Makic At the time of
this writing, we traced the main lines of a Fast Reroute smiuor Single Source IP
Multicast, as well as a graceful shutdown mechanism. Asthduwork, we need
to publish those solutions and get feedback on them frometheairch community.
Also, we would like to investigate potential loop storms iditectional PIM and
find solutions to these.
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